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TOPOJICKOTO U TOCYJapCTBEHHOI0 ypoBHEH. OqHAKO
HeNb3sl HE YYUTHIBATH POJIM PYCCKOW KYJBTYPHI,
BCETO OIbITa POCCUUCKON HMCTOPUHU B MPEHYINpPENK-
ACHUU U CHATHU HANPSXKCHHOCTHU KOH(i)JII/IKTOB Ha
HallMOHANBHOU TOYBE, POJIU PYCCKOTO SI3BIKA Kak
A3pIKa MEXHAIMOHATBFHOTO OOIIeHHs C ero ry-
MAaHUTAPHBIMU TpagulOuAMH, 3aKPCIJICHHBIMU B
TEKCTaxX KJIACCUUYECKOU PYCCKOM TUTEpaTypHL.
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Makananaa Mockey yIriciHae ochl 3aMaHFbl METanoIuCTeri
STHOCTap CTATMCTHKACHI, COHAAH-aK YITTHIK Herine Ooiysl
MYMKIiH MOJICHHETAPANbIK [ay->KaHKaJJIblH aJIblH alyIaFbl
TUTYJIBI YJIT MOICHHUETIHIH POJli alThUIFaH.

Aliyeva

THE COGNITIVE LINGUISTICS AS A MODERN LINGUISTICS DIVISION

Cognitive linguistics is a modern school of
linguistic thought and practice which is concerned
with the relationship between human language, the
mind and socio-physical experience. It emerged in
the 1970s arising from rejection of the then
dominant formalapproaches to language in
linguistics and philosophy. While its origins were,
in part, philosophical in nature, cognitive linguistics
has always been strongly influenced by theories and
findings from other cognitive science disciplines,
particularly cognitive psychology. This is particu-
larly evident in work relating to human category-
zation, as evidenced in work by Charles Fillmore in
the 1970s (e.g. 9) and George Lakoff in the 1980s
(e.g. 18). In addition, earlier traditions such as
Gestalt psychology have been influential, as applied
to the study of grammar by Leonard Talmy (e.g.,
21) and Ronald Langacker (e.g., 23). Finally, the
character of cognitive linguistic theories have been
influenced by the neural underpinnings of language
and cognition. This is evident both in early work on
how visual perception constrains color terms
systems (e.g. 17) and more recent works on Text
Meaning, and Understanding: A communicative-
Cognitive Approach (1) and the Neural Theory of
Language (12). Cognitive linguistics constitutes an
‘enterprise’, rather than a single closely-articulated
theory. This follows as it is populated by a number
of complementary, overlapping and occasionally,
competing, theories. The cognitive linguistics
enterprise derives its distinctive character from a
number of guiding assumptions. In particular,

cognitive linguists assume a) that language is the
outcome of general properties of cognition (the
Generalisation Commitment; 18), b) that conceptual
representation is the outcome of the nature of the
bodies humans have and how they interact with the
socio-physical world (the thesis of embodied
cognition), (18), ¢) that grammar is conceptual in
nature, (20; 23), and d) that meaning, as it emerges
from language use, is a function of the activation of
conceptual knowledge structures as guided by
context; hence, there is no principled distinction
between semantics and pragmatics, (7).

Cognitive linguistic practice can be divided into
two main areas: cognitive semantics and cognitive
(approaches to) grammar. The area known as cog-
nitive semantics is concerned with investigating the
relationship between experience, the conceptual
system, and the semantic structure encoded by
language. Specifically, scholars working in cog-
nitive semantics investigate knowledge repre-
sentation (conceptual structure), and meaning
construction (conceptualization). Cognitive seman-
ticists have employed language as the lens through
which these cognitive phenomena can be in-
vestigated. Consequently, research in cognitive
semantics tends to be interested in modeling the
human mind as much as it is concerned with
investigating linguistic semantics. A cognitive ap-
proach to grammar, in contrast, is concerned with
modeling the language system (the mental ‘gram-
mar’), rather than the nature of mind per se.
However, it does so by taking as its starting point



Becmuux KasHY. Cepus punonocuuecxas, Ned (134). 2011 87

the conclusions of work in cognitive semantics.
This follows as meaning is central to cognitive
approaches to grammar, which view linguistic
organization and structure as having a conceptual
basis. From this it follows that cognitive linguists
reject the thesis of the autonomy of syntax, as
advocated by the Generative tradition in linguistics.
Cognitive approaches to grammar have also
typically adopted one of two foci. Scholars such as
Ronald Langacker (e.g., 20, 21) have emphasized
the study of the cognitive principles that give rise to
linguistic organization. In his theory of Cognitive
Grammar, Langacker has attempted to delineate the
principles that structure a grammar, and to relate
these to aspects of general cognition. The second
avenue of investigation, pursued by researchers
including Fillmore and Kay (11), Lakoff (17, 18)
Goldberg (13, 14) and Croft (3), aims to providea
more descriptively and formally detailed account of
the linguistic units that comprise a particular
language. These researchers attempt to provide an
inventory of the units of language, from morphemes
to words, idioms, and phrasal patterns, and seek
accounts of their structure, compositional pos-
sibilities, and relations. Researchers who have
pursued this line of investigation are developing a
set of theories that are collectively known as
construction grammars. This general approach takes
its name from the view in cognitive linguistics that
the basic unit of language is a form-meaning pairing
known as a construction. It is cognitive semantics,
rather than cognitive approaches to grammar, which
bear on the study of pragmatics. Hence, the
remainder of this article considers some of the main
theories and approaches in this area. Encyclopaedic
semantics: Approaches to the study of meaning
within cognitive linguistics take an encyclopaedic
approach to semantics. This contrasts with the
received view which holds that meaning can be
divided into a dictionary component and an
encyclopaedic component. According to this view,
associated with formal linguistics, it is only the
dictionary component that properly constitutes the
study of lexical semantics: the branch of semantics
concerned with the study of word meaning. There
are a number of assumptions associated with the
encyclopaedic semantics perspective: 1) There is no
principled distinction between semantics and
pragmatics. Cognitive semanticists reject the idea
that there is a principled distinction between ‘core’
meaning on the one hand, and pragmatic, social or
cultural meaning on the other. This means that
cognitive semanticists do not make a sharp
distinction between semantic and pragmatic
knowledge. Knowledge of what words mean and

knowledge about how words are used are both types
of ‘semantic’ knowledge. Cognitive semanticists do
not posit an autonomous mental lexicon which
contains semantic knowledge separately from other
kinds of (linguistic or non-linguistic) knowledge. It
follows that there is no distinction between dictio-
nary knowledge and encyclopaedic knowledge:
there is only encyclopaedic knowledge, which
subsumes what we might think of as dictionary
knowledge. 2) Encyclopaedic knowledge is structured.
Cognitive semanticists view encyclopaedic know-
ledge as a structured system of knowledge,
organized as a network. Moreover, not all aspects of
the knowledge that is, in principle, accessible by a
single word has equal standing. 3) Encyclopaedic
meaning emerges in context. Encyclopaedic
meaning arises in context(s) of use, so that the
‘selection’ of encyclopaedic meaning is informed
by contextual factors. Compared with the dictionary
view of meaning, which separates core meaning
(semantics) from non-core meaning (pragmatics),
the encyclopaedic view makes very different claims.
Not only does semantics include encyclopaedic
knowledge, but meaning is fundamentally ‘guided’
by context. From this perspective, fully-specified
pre-assembled word meanings do not exist, but are
selected and formed from encyclopaedic knowledge.

4) Lexical items are points of access to
encyclopaedic knowledge.

The encyclopaedic approach views lexical items
as points of access to encyclopaedic knowledge
(20). Accordingly, words are not containers that
present neat pre-packaged bundles of information.
Instead, they selectively provide access to particular
parts of the wvast network of encyclopaedic
knowledge.

Specific theories in cognitive semantics which
adopt the encyclopaedic approach include Frame
Semantics (10; 11), the approach to domains in
Cognitive Grammar (20), the approach to Dynamic
Construal (4), and the Theory of Lexical Concepts
and Cognitive Models—LCCM Theory (6).

Cognitive lexical semantics: Cognitive linguistic
approaches to lexical semantics take the position
that lexical items (words) are conceptual categories;
a word represents a category of distinct yet related
meanings organized with respect to a prototype: a
central meaning component (19). In particular,
Lakoff argued that lexical items represent the type
of complex categories he calls radial categories. A
radial category is structured with respect to a
prototype, and the various category members are
related to the prototype by convention, rather than
being ‘generated’ by predictable rules. As such,
word meanings are stored in the mental lexicon as
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highly complex structured categories of meanings
or senses.

This approach was developed in a well-known
case study on the English preposition over,
developed by Claudia Brugman and George Lakoff
(Brugman and Lakoff 1988).

Their central insight was that a lexical item such
as over constitutes a conceptual category of distinct
but related (polysemous) senses. Furthermore, these
senses, as part of a single category, can be judged as
more prototypical (central) or less prototypical
(peripheral).

Hence, word senses exhibit typicality effects.
For instance the ABOVE sense of over: The picture
is over the mantelpiece, would be judged by many
native speakers of English as a ‘better’ example of
over than the CONTROL sense: Jane has a strange
power over him.

While the Brugman/Lakoff approach has been
hugely influential, there nevertheless remain a
number of outstanding problems that have attracted
significant discussion. For instance, this view has
been criticized as it entails a potentially vast
proliferation of distinct senses for each lexical item
(22). A proliferation of senses is not problematic
per se, because cognitive linguists are not concerned
with the issue of economy of representation.
However, the absence of clear methodological
principles for establishing the distinct senses is
problematic. More recent work such as the
Principled Polysemy model of Evans and Tyler (5;
24) has sought to address some of the difficulties
inherent in Lakoff’s approach by providing a
methodology for examining senses associated with
lexical categories. With the also quite recent use of
empirical methods in cognitive linguistics (1), and
particularly the use of corpora and statistical
analysis (15), cognitive lexical semantics has now
begun to make serious progress in providing
cognitively realistic analyses of lexical categories.

Conceptual Metaphor Theory: Conceptual
Metaphor Theory (16, 18) adopts the premise that
metaphor is not simply a stylistic feature of
language, but that thought itself is fundamentally
metaphorical. According to this view, conceptual
structure is organized by cross domain mappings
which inhere in long term memory.

Some of these mappings are due to pre-
conceptual embodied experiences while others build
on these experiences in order to form more complex
conceptual structures. For instance, we can think
and talk about QUANTITY in terms of VERTICAL
ELEVATION, as in: She got a really high mark in
the test, where high relates not literally to physical
height but to a good mark. According to Conceptual

Metaphor Theory, this is because the conceptual
domain QUANTITY is conventionally structured
and therefore understood in terms of the conceptual
domain VERTICAL ELEVATION.

Mental Spaces Theory and Conceptual Blending
Theory: Mental Spaces Theory is a theory of
meaning construction developed by Gilles
Fauconnier (7; 8). More recently, Fauconnier, in
collaboration with Mark Turner (8), has extended
this theory, which has given rise to a new
framework called Conceptual Blending Theory.
Together these two theories attempt to provide an
account of the often hidden conceptual aspects of
meaning construction. From the perspective of
Mental Spaces Theory and Blending Theory,
language provides underspecified prompts for the
construction of meaning, which takes place at the
conceptual level.

According to Fauconnier, meaning construction
involves two processes: (1) the building of mental
spaces; and (2) the establishment of mappings
between those mental spaces.

Moreover, the mapping relations are guided by
the local discourse context, which means that
meaning construction is always context-bound. The
fundamental insight this theory provides is that
mental spaces partition meaning into distinct
conceptual regions or ‘packets’, when we think and
talk. Linguistic expressions are seen, from this
perspective, as underdetermined prompts for
processes of rich meaning construction: linguistic
expressions have meaning potential.

Rather than ‘encoding’ meaning, linguistic
expressions represent partial ‘building instructions’,
according to which mental spaces are constructed.
Of course, the actual meaning prompted for by a
given utterance will always be a function of the
discourse context in which it occurs, which entails
that the meaning potential of any given utterance
will always be exploited in different ways
dependent upon the discourse context. The crucial
insight of Blending Theory is that meaning
construction typically involves integration of
structure from across mental spaces, which draws
upon background (encyclopedic) knowledge and
contextually available information giving rise to
emergent structure: structure which is more than the
sum of its parts. Blending theorists argue that this
process of conceptual integration or blending is a
general and basic cognitive operation, which is
central to the way we think.
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KOrHuTHBHAS JIMHIBHCTHKA — COBPEMCHHAs ILIKOJA JIMH-
IBUCTHYECKOH MBICIH U NPAKTHKH, KOTOPas KacaeTcsi OTHOLIC-
HHH MEXIy eCTECTBEHHBIM S3BIKOM, YMOM M COLMO(H3H-
geckuM onbIToM. OHa mosiBuiack B 1970-X IT., SIBISSCH Pe3yiib-
TATOM OTKJIOHCHHS JOMHMHHPYIOIIETO HANpaBiCHHUS B JIMH-
TBUCTHKE M QHIIOCO(UH TOTO BPEMEHH.

M. K. Amanzazueea

CO3IK MAKAJIA " KOHE KOCMOHUMJIEPIIH MAFBIHAJIBIK CUITATbBI

YATTBIH pyXaHd OOJIMBICBHIHBIH KaJIBIITACYBI
MEH OHBIH FBIIBIMH HETi3/i¢ 3epJelieHyl eKi YKaKThI
KYOBUTBIC.  XaJIKBIMBI3IBIH ~ FachIpjiapmaH — Oepi
JKacam Kejie JKaTKaH MOJI PYXaHU Ka3blHACBHIHBIH
0ipi — OHBIH TiJi eKeHi Oenrii xait. OChIHIAN YIIbI
opi KHem Ka3plHa OpBIC TUTIHE ayJdapbUIFaH
aymapMa Ce3JIKTepJe ©3iHiH TaHOAJBIK KOpiHiCIH
TaHBITBIIT OTBIPFaH. AyaapMma Ce3MIKTepJeri aray-
Jap MEH OJapJbIH TYCIHITiHIH €H HeTi3ri MaHbBI3IbI
JKaFbl — OJIapAbIH ’Ka3y apKbUIBI CaKTaJybIHIa
Oonca xepek. Kait enge Oornca ma kazy - YJKeH
MOJIEHUETTiH Oeneci peTiHme TtaHbuansl. Opbic
Timiage ckassuran B.B. Pamios, JI.3. bymaros,
H.N. Unpmunckuii, U.H. bepesun T1.6. 3eprrey-
IIUIEPMiH FhUILIMH C€HOEKTEepi MEH oyiap Kypac-
TBIpFaH CO3MIKTepHiH Oi3re Oepepi Moi. OWTKeHI
ojlap ©H aJIbIMEH JKa3z0allla >KETIN OTBIPAJIBL
OCBIHBIH ©31HCH, a3y MOJICHHUCTIHIH ajFa O3FaH-
IIBIFBIH, JKa3y AOCTYpPi OOJyBIHBIH MOHI aHBIK Kepi-
HIIl TYPFaHABIFBIH KOPEMI3.

OlieM OCHMHECIHIH KOPIHICI CaHAJaThIH TUT — €H
anapIMEH JYHUCHIH KepiHiciH, OeiHeciH cumat-

Taiapl, TaHOAMaWbl. PyxaHu NYHUCHIH KaHFBIPYHI,
COHBIMEH cabaKTac MaTepHaiblK OHIIpiC IeH
TYPMBIC KYHi OpKIMHIH >KeKe OACBHIHBIH JKaFTaibIHa
0ailJIaHBICTBI €MEC, OJ — XaJbIKTBIH OJICYMETTIK-
TICUXOJIOTUSIIBIK, MOJIEHH, TYPMBICTBHIK, JYHHUETa-
HBIMJBIK JKaFJaibiHa OalJIaHBICTHI KaJIbIITACATHIH
JKQNBIXANBIKTBIK  KYOBUIBIC, XabIKTBIK JTYHHE-
TaHBIM KOpiHiCI MEH ASCTYPI]i KOJBI Til apKbLIBI
ypIlakTaH-yprakka Oepinin, yiT emipiHiH Kemici
y3uIMel, opTypmi ypmak OipiH-Oipi TyciHin Oip
YJITKA JKaTaJIbl.

YATTEIK Oipiik meH OiperewiikTi TaHBITaThIH
YFBIMIAp ©3re TUIAepre alMachIl, dJIeM TaHOACHIH
OeifHeneyae KONAaHbIC TabaThIHBI Tarbl Oap. byn
MOCEJICHIH TYOiHe FaieiMaap Ooiiail KoiliMaraH,
KYpAeJi FBUIBIMHA 3€pPTTCYJIEPAiH CHIMICIHE THETiH
JYHUE JIETI ecenTeyre 60mabl.

Bi3 3eprTeyimisre anbin OTBIPFaH JEKCHKOTpa-
(busIpIK  eHOeKTepaeri aTtayiapiblH JKOHE OFaH
OepiIreH TYCIHIKTEpIiH KOTHHTHBTIK, MaFBIHAJBIK
CUNATBIH aHBIKTay OapbICHIHAA HETI3IHEH CO3IiK
Makananapra MoH Oepemis. bynm MoceneHi alKbIH-



