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Electronic corpora as a basis of modern English dictionaries

The article is devoted to analysis of the various aspects of correlation between two linguistic disciplines: corpus
linguistics and lexicography. It describes the current state of electronic corpora, provides a brief overview of the
development stages of English lexicography. The article details the process of compiling major English corpora and
defines their main functions. Particular attention is paid to determine the value of electronic corpora when creating
dictionaries, the positive and negative impact of corpora on the development of lexicography.
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DJIEKTPOH/bI KOPIYC 3aMaHAYU aFbLIIIBIH CO3AIKTePiHiH Herisi peTinge

MakasaHbIH Heri3ri MakcaThl — KOPIYCTBIK JIMHIBUCTHUKA MEH JIEKCUKOTpadus calajapbIHbIH apaKaThIHACHIHBIH
OapIibIK acleKTIepiH Taikpuiay. byl Makananga 3JeKTPOHIbI KOPIYC JKOHE aFbUILIBIH JIEKCHKOrpaduscsl caia-
JapelHa cHMAaTTama Oepilim, oJapIblH TapuXbl MEH JaMy Ke3eHJIEpiHe KbhICKAlla IIOJTY >KacalblHalubl. AFBUIIIBIH
TLTIHIH ipi KOPIYCTAapBIHBIH KYPACTBIPBUTY YAEpiCi KapacThIPBUIBIN, KOPIYCTHIH HETi3r1 KbI3METTEpi alKbIHIAIaIbl.
Conpaii-aK 2JIEKTPOH/IB! KOPITyCTapIbIH CO3/IK KacayFa KaHAai maijgacel 0ap ekeHAIri aHbIKTanmanbl. KopmycTsiy
JIeKCUKOTpaust cajachlHa THUTI3CTIH OCEPIiHIH apTHIKIIBUIBIKTAPEI MEH KEMIIUIIKTEepi MbICAIap apKbUIbl HAKTHI
JPIeeHe .

Tyiiin ce3/ep: 3JIeKTPOHABIK KOPITYC, IEKCUKOTrpadusl, KOPIYCTHIK JIMHIBUCTHKA, MOTIH, CO3MIIK.

J. bl. MbIp3axat
DJIEKTPOHHBIN KOPIYC KaK 0CHOBA CJIOBapeii COBPEMEHHOI0 AHIJIHICKOro sI3bIKa

JlaHHas cTaThs MOCBSINEHA aHAIM3Y Pa3JIMYHBIX ACHEKTOB COOTHOLICHHS ABYX JIMHIBUCTUYECKUX IHUCIUILIMH:
KOPIyCHOH JIMHIBUCTHKYU U JIeKcuKorpaduu. B Hell onmuceIBaeTCsi COBpEMEHHOE COCTOSTHHE HJIEKTPOHHBIX KOPITYCOB,
JaeTcs KpaTKUil 0030p ATaroB pa3BUTHUS JIEKCUKOTrpadMK aHTIIMHCKOTO s13bIKa. B cTaThe moapoOHo paccMarpuBaeTcs
HPOLECC CO3JAHMSI KPYNMHBIX AHITMHCKUX KOPIYCOB M BBIICINSIOTCS MX OCHOBHbIE (yHKIMH. Ocoboe BHUMaHHE
YIIeISIETCSI OTIPE/ICNICHUIO 3HAUCHUS AJIEKTPOHHBIX KOPITYCOB IPH CO3/IaHHHU CIIOBApei, MOJ0KUTEIILHOE U HETaTUBHOE
BIIMSIHUE KOPITyCOB Ha Pa3BUTHE JIeKCUKOrpaduu.

KiroueBble cj10Ba: JICKTPOHHBII KOPITyC, TIEKCUKOTpadust, KOPIYCHAs TMHTBUCTHKA, TEKCT, CIIOBaph.

date information.

Corpus linguistics plays an important role in
compiling, writing and revising dictionaries, as
within a few seconds the linguist can get examples
of words or phrases from millions of spoken and
written texts. And since corpora continue to grow
and are constantly being expanded with new texts,
lexicographers have an instant access to up-to-

The practice of dictionary-making began in
1600s when Robert Cawdrey involved words that
were considered difficult as they were borrowed
from another language into his version of the
dictionary [1, 49]. The words which came from
Latin-English dictionaries and other available
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texts of the time were given brief definitions,
synonym and a fixed form. It was Samuel Johnson
who distinctly introduced the methods or steps
that were taken to create his dictionary in the
1700s and some of the methods were then fol-
lowed by the committee entrusted to create “A
New Dictionary” or currently known as the
Oxford English Dictionary in the 1800s.

A corpus is a collection of samples of aut-
hentic spoken and written text which are used for
analysis of words, meanings, grammar and usage
[2, 74]. In Saussurian terminology, the text is akin
to that of parole, while the corpus provides the
evidence of /langue. The term corpus linguistics is
used when a corpus is specifically used to study a
language. Lindquist distinguishes the term with
other branches of linguistics such as sociolin-
guistics (the study of language and society), or
psycholinguistics (the study of language and the
mind) in that corpus linguistics is a specific
method used in language study, the “how to”
rather than the “what”. In other words, corpus
linguistics is an approach rather than a specific
field of language study [3, 38].

In 1950s, there was a growing dissatisfaction
of how language could not reason out the many
‘ungrammatical’ patterns found in English. There
was a strong call for empirical, real language data
[4, 46]. It was then that corpus was invented. The
first corpus was made out of a survey of English
usage conducted by two universities, University
of London and the Brown University Corpus in
Providence. In the 1960s, both compiled its mil-
lion word corpus of written text from 500 reading
passages, which was named Brown Corpus. This
American corpus was a landmark in corpus
linguistics since it was the first corpus to employ a
computer in its making. In 1982, the British
version of the corpus, named the LOB corpus was
compiled by Hofland and Johansson. LOB is an
abbreviation from The Lancaster-Oslo-and Ber-
gen, and as its name suggests it is a collaborative
attempt between the three universities: the
University of Lancaster, the University of Oslo,
and the University of Norwegian Computing
Centre of the Humanities.

However, both the Brown corpus and LOB
corpus were deemed to be inadequate to sample
English vocabulary. This gave birth to John Sin-
clair’s English Lexical Studies which specifically
aimed to investigate vocabulary using an electro-
nic text of spoken and written language. The study
gave prominence to collocation - words that
naturally co-occur together. Aimed to represent
varieties of English where it is used as a first or
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second language, Sidney Greenbaum compiled
one-million-word corpora called The International
Corpus of English in 1988. The unique feature of
this corpus is that it samples more spoken
language (60%) than its written counterpart
(40%).

In the early 1990s, major universities and
companies together compiled British National
Corpus (BNC) containing 100 million words from
1980 up to 1993. The compilers were Oxford
University Press, Longman, Chambers, the British
Library, Oxford University and Lancaster
University. The aim of the corpus is to provide a
balanced corpus that represents British English.
The corpus includes 10% spoken language and
90% written language, which comprises of 25%
fiction and 75% non-fiction. One big distinction
between BNC and Brown is that the former took
samples from a longer piece of text between
40,000 and 50,000 words. This gives BNC an
added advantage of being representative since text
contains a different use of words at the beginning,
in the middle, and at the end. Due to its sheer size,
representativeness, and care, most British pub-
lishers prefer to make use of this corpus as their
source of lexicographic information.

Typically, any corpora will need to go through
a three-step process in its making. Before going
through these three steps, however the writer
needs to determine the basic outlines of a corpus
such as the size of the corpus, the genre of the
corpus, whether it will specifically look into
written, spoken language, or both. Sinclair points
out that the principles underlying corpus creation
should be as large as possible including samples
from a broad range of material in order to
accomplish one way of representativeness to be
anticipated with the technology of the time. The
corpus should also be classified into different
genres and even size. Once this basic outlines is
determined, the three-step process may begin. It
starts with collecting the data, spoken and written.
It entails gathering a large mass of speech, written
texts, obtaining permission, and doing a careful
and organized record-keeping. The next step is
computerization which entails converting raw
spoken or written text into a digital format in a
computer. Recording of speech may be painsta-
king since it needs to be transcribed manually.
Another concern with spoken text is the issue of
naturalness of the speech; it needs to be recorded
in a natural, casual way that resembles how
people speak every day in real life, not in a stilted
way. Though written records seem to be less
painstaking, it also has its problem, mainly the
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copyright issue. Still some texts that come from
books, magazines, and other written sources need
to be retyped since scanning device software that
detect and scan words automatically usually
contain errors, so many that it’s best to avoid
using them altogether. The last step is annotating,
which involves assigning information such as
parts of speech, etymology, for each data. It
should be noted that the three mentioned steps
need not to be seen as a separate process; they are
all closely connected. For example, after gathering
recording of speech, it may be best to transcribe it
there and then.

Corpus may have given a lot of contributions
in language study, but its impact to lexicography
did not start until 1989. Together with the advance
of computer software, both have since contributed
significantly to the development of lexicography.
Since everything is automated and recorded in a
digital format, lexicographers can now save their
time and the tremendous amount of work needed
in compiling a dictionary. Typically, a dictionary
usually has information on the part of speech,
usage, meaning, pronunciation, etymology of a
word. Before the advent of corpora, all this infor-
mation had to be gathered manually; lexicograp-
hers needed to do the hard labor of collecting slips
of paper containing text that they intend to include
in the dictionary. For this reason, it took roughly
50 years to complete Oxford English Dictionary,
which was later known as New English Dictionary
[5,124]. With corpora, dictionary makers can now
use a large sample of authentic spoken and written
text as a source to illustrate how each word in
their list is used in real life. The citation used in
dictionary comes from real-life discourse. Real
contexts also provide accurate, well-defined
lexical meanings in the definition of a word in
dictionary, which is a huge improvement over the
previous dictionary practice where words were
defined using an unscientific manner. One huge
improvement in dictionary making is the rich
information available for words that have many
invariant meanings such as take, go, and time,
which tend to be overlooked in the previous
dictionary practice [6,86].

Another huge advantage of using corpora in
lexicography is that information on word fre-
quency can also be obtained. This way, lexico-
graphers can assign whether a word is among the
first 500 most common words, the next 500 and so
on. Meyer notes that the most frequent words are
functional words such as the, an, a, and, and of
which carry little lexical meaning and the least
frequent words are content words such as proper

nouns. Gries mentions two kinds of frequency
information that lexicographers can obtain from a
corpus: frequencies of occurrence of linguistic
elements in the so-called frequency list, and
frequencies of co-occurrence of these linguistic
elements in concordances. Lindquist defines
concordance as “a list of all the contexts in which
a word occurs in a particular text”. Using a Key
Word in Context concordance, words can be
retrieved within their surrounding text, and be
presented vertically on the screen. Since the infor-
mation is presented in contexts, lexicographers
can easily assign the collocations of each word in
their dictionary.

Since corpus is discourse-based, it means that
the word appears in haphazard, arbitrary col-
lection of occurrences. Dictionary makers need to
check for some contradictions with ‘real’ mea-
ning. It is thus dangerous to solely depend on
corpus. One way to check the word in context is
to expand the text by retrieving its original source.

The huge amount of data in the corpus also
allows lexicographers to look for new words that
occur for the first time in spoken or written text.
However, the corpus has to be large enough to
glean information on vocabulary items. A small
corpus such as LOB corpus which stores roughly
one million word items could not give lexico-
graphers enough information on the range of
vocabulary items. A monitor corpus is also
needed, in which large data of language is pooled
from time to time, rather than fixed only in one
particular time period. This way, the corpus is
frequently updated with new words and meanings
in today’s growing language.

The first dictionary to be founded wholly on
corpus is Collins COBUILD series of English
Language Dictionary compiled in 1987, guided
by John Sinclair. The dictionary has its citation
taken from real life discourse, and each word is
defined from these authentic texts, instead of
relying on previous dictionary. This entails using
a very large corpus so that it may be able to
include all lemmas including their word senses.
However, this presents problem in that there tends
to be an exclusion of rare words such as
apothegm. Besides being the first corpus-based
dictionary, COBUILD is innovative in that the
definitions are related to a classroom teacher
explaining the words. For example in describing
the word junk, it says: “You can use junk to refer
to old and second-hand goods that people buy and
collect”.

In the practice of dictionary-making, one
crucial distinction has to be made between corpus-
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based dictionary and corpus-driven dictionary.
Dictionaries such as Collins COBUILD series of
English Language dictionaries are said to be
corpus-driven if the corpus itself is used to vali-
date information presented in the dictionary. Ho-
wever, if the corpus is used to extract the infor-
mation used in the dictionary, it is called corpus-
driven. Teubert suggests that dictionary should
follow corpus-driven approach so that it may com-
plement standard linguistics and not just extend it.

The role of the computer has a clerical role in
lexicography which reducing the labor of sorting
and filing and examining very large amounts of
English in a short time [7, 39]. From simple tools,
it has evolved to a substantial progress together
with crucial, profound and basic linguistic gene-
ralizations. By these kinds of developed tools,
they have revealed many topics for inquiry which
have not been well explored by traditional lin-
guistic methods.

In the modern era, the word has been reserved
for collections of texts that are stored and
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