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COMPARATIVE ANALYSIS OF PROSODIC CHARACTERISTICS
OF SPONTANEOUS AND SYNTHESIZED SPEECH
(Based on Kazakh and English Ted Talks Video Materials)

The study aims to conduct an instrumental-comparative analysis of the prosodic characteristics of
spontaneous (based on TED Talks materials) and synthesized speech in Kazakh and English. The paper
examines existing prosody research approaches and an acoustic analysis of key prosodic parameters (pitch
frequency, intensity, and tempo) for spontaneous and synthesized speech types. For the comparative
analysis, a corpus was developed, containing 10 speech excerpts drawn from TED Talks each in Kazakh
and English, which were then transcribed and converted into audio files using modern speech synthesis
systems. The acoustic analysis was conducted using PRAAT software and own proprietary software, Pro-
AG-2025 (protected document No. 58731, dated May 27, 2025). This article formulates a hypothesis that
spontaneous speech is characterized by greater variability in prosodic features, while synthesized speech
differs from natural speech in acoustic and prosodic features. The instrumental analysis results confirm that
synthesized speech, despite its structural conformity, retains a set of parameters that allow it to be reliably
differentiated from spontaneous speech in increased amplitude uniformity and frequency contours, the ab-
sence of stochastic variations, and a simplified rhythmic-pause pattern. The obtained data are of practical
significance for the further improvement of speech synthesis algorithms, increasing the degree of natural-
ness, and optimizing the communicative effectiveness of media applications.

Keywords: spontaneous speech, synthesized speech, prosody, acoustic parameters, tonality, pitch
frequency.
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CnoHTaHADI )XoHe CUHTE3AEATeH COMAEHICTIH,
NPOCOAMKAABIK, CUMAaTTaMaAAPbIH CaAbICTbIPMAAbI TaAAQY
(ka3ak >koHe arbiALLbIH TiaaepiHaeri Ted Talks GeiiHe maTepuanaapbl HerisiHAe)

3epTTeyAiH  MakcaTbl — KasaK, >K&He afblALIbIH  TIAAEPIHAEr CrOHTaHAblI  (ayAmorkasba
MaTepuaspapblHa Heri3AeAreH) >KeHe CUHTE3AEAreH COMAEHICTIH MPOCOAMKAABIK, CMMATTaMaAapbiHa
MHCTPYMEHTAAAbl >KOHE CaAbICTbIDMAAbl TaApdy >KYprisy. Makanapa MpoOCOAMKA MOCEAECIH
3epTTeyAe KeHiHeH KOAAAHbIAATbIH BAiIC-Taciapep KapacTbipbiaFaH. CelAey MaTepuaAbliHbIH, Herisri
NMPOCOAMKAAbIK, MapaMeTpAepiHe (TOH >KMIAITi, KapKbIHAbIAbIFbl >XOHE TeMrli) aKyCTMKAAbIK, TaApay
>kypriziareH. CaAbICTbIPMaAbl TaAAQY YLLIH afbIALLIbIH XK8He Kasak, TiaaepiHae apkarcbicbl 10 TED Talks
GernHebasiHAamMacbl 6ap KOPIyC >KMHAKTaAAbl, OAAp KeMiH TPaHCKPUMUMSAAHbBIM, 3amaHayu CemnAey
CUHTE3I XYMeAepiH naaasaHa oTbipbin, ayanodanasapra TYPAEHAIPiIAAL. AKYCTUKAAbIK, Taaaay Praat
baraapAamachl xaHe 06i3 a3ipaered ProAG-2025 6araapaamachl (kopraaraH ky>kat N2 58731, 2025
>KbIAFbI 27 MaMblp) apKblAbl XXYPri3iaai. Bya Makarasa cMHTE3AEATeH CoMAeHICKe KapaFaHAQ CMIOHTAHADI,
SFHM TaOMFU COMAEHICTIH NMPOCOAMKAABIK, CuMaTTamaAapbl Gipuiama esrewle Aer, aA CMHTe3AEAreH
COMAEHIC TabWFN COMAEHICTEH CTAaTUCTUKAABIK, TYPFbIAQH MaHbI3Abl aKyCTMKa-TPOCOAMKAABIK, €peKLLe
GeArinepre ne aereH 6GOAXKam anTbiAaAbl. MHCTpYMEHTaAAbl TaAAdy HOTMXKEAEPI CUHTE3AEAreH
COMAEYAIH KYPbIABIMAbIK, COMKECTIriHe KapamacTaH, OHbl TaOUFN COMAEYAEH CEHIMAI TYPAE aXKblpaTyFa
MYMKIHAIK 6epeTiH MnapameTpAep >KMbIHTbIFbIH CaKTaMTbIHbIH pPacTalAbl:  aMMAUTYAQABIK >KOHE
JKMIAIK KOHTYpAapbIHbIH OiPKEAKIAIriHIH apTybl, CTOXaCTMKaAbIK, BapuaUMsIAapPAblH GOAMaybl XeHe
JKEHIAAETIATE@H bIPFAKTbI-Y3iAIC YATICiHIH GOAY >koHe T.6. AAbIHFAH AEPEKTEP COMAEYAI CMHTE3AEY
AATOPUTMAEPIH OAGH 8P XKETIAAIPY, TABUFMABIK, ABPEXKECIH apTTbIPY >KoHE MeAMa KOAAaHOAAAPbIHbIH
KOMMYHMKATUBTIK TUIMAIAITIH OHTAMAQHABIPY YLUIH MPAKTUKAABIK, MaHbI3fa Me.

TyiiH ce3aep: CMOHTAHAbI COMAEHIC, CMHTE3AEATEH COMAEHIC, MPOCOAMKA, aKYyCTMKAAbIK,
napamMeTpAep, TOHAAABIABIK, AbIObIC XXMIAIri.
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CpaBHMTeAbHbI aHaAM3 NMPOCOAUYECKUX XapaKTepUCTUK
CMOHTAHHOM U CUHTE3UPOBAHHOM pPeyM
(Ha Bupeomartepuarax TED TALKS Ha Ka3axCKOM M @HFAMIMCKOM SI3blKax)

LleAblo AQHHOTO MCCAEAOBaHUS 3aKAIOYAETCS B OCYLLECTBAEHUM UHCTPYMEHTAAbHO-CPaBHUTEAb-
HOro aHaAM3a NMPOCOAMYECKMX XapaKTEPUCTMK CMOHTAHHOM (Ha mMaTepuasax MoAKacTOB) U CUHTE3U-
POBaHHOM PeUM Ha Ka3axCKOM M aHrAMICKOM si3blkax. B paboTe paccMOTpeHbl CyLLECTBYIOLIME UCCAE-
AOBaTEAbCKME MOAXOAbBI K M3YUEHMIO MPOCOAMM, @ TakKe BbIMOAHEH aKyCTUYECKMI aHAaAM3 OCHOBHbIX
NPOCOAMYECKMX MapaMeTPOB (YaCTOTbl OCHOBHOIO TOHA, MHTEHCMBHOCTM M TeMMa) AAS YKa3aHHbIX TU-
MoB peyeBoOro Matepuasa. AAs CPaBHUTEABHOIO aHaAM3a CPOPMYAMPOBAH KOPMYC, BKAIOYAIOLLMIA MO
10 BbicTynaenuit TED Talks Ha aHrAMICKOM M Ka3axXCKOM s13blkaxX, KOTOpblE AaAee TPaHCKPMOMpPOBaHbI
1 npeobpasoBaHbl B ayAnodanAbl C MPUMEHEHUEM COBPEMEHHbIX CUCTEM CUHTE3a peyun. AKYyCTUYECKUIA
aHaAM3 MPOBOAMACS Mporpammoit Praat n Hamm paspas6oTaHHoit nporpammoin ProAG-2025 (c oxpaHsi-
eMbiM AOKymMeHTOM N2 58731 oT «27» maga 2025 roaa). B AaHHOI cTatbe hopMyAMpyeTCs rmnoTesa,
COrAQCHO KOTOPOW CTMIOHTaHHAsi peyb XapakTepuayeTcst 60AbLLEN BApUAaTUBHOCTbIO MPOCOANYECKIMX MO-
KasaTeAel, TOrAa Kak CMHTE3MPOBAHHONM peyb OTAMYAETCS OT eCTEeCTBEHHOM MO CTaTUCTMYeCKM 3Ha-
UMMbIM aKyCTUKO-MIPOCOAMYECKMM MPU3HAKaM. Pe3yAbTaTbl MHCTPYMEHTAABHOIO aHaAM3a MOATBEP K-
AQIOT, UTO CMHTE3MpPOBaHHas peyb, HECMOTPS Ha CTPYKTYPHYIO HOPMATUBHOCTb, COXPAHSIET KOMIMAEKC
napamMeTpoB, MO3BOASIOLLMX HAAEXKHO AndepeHLMpoBaTb €& OT eCTECTBEHHOW: MOBbILLIEHHYIO PaBHO-
MEPHOCTb aMMAMUTYAHOrO M YAaCTOTHOrO KOHTYPOB, OTCYTCTBME CTOXACTMUECKMX BapuauMi, a Takxke
YMPOLLEHHbIN PUTMMKO-TMAy30BbIi PUCYHOK. [TOAyUYeHHble AQHHbIE MPEACTABASIOT MPaKTUYECKylo 3Ha-
UMMOCTb AASI AQABHENLLIErO COBEPLLIEHCTBOBAHWS ATOPUTMOB CUHTE3a peyM, MOBbILLEHUS CTeneHn eé

€CTeCTBEHHOCTU M ONTUMM3ALMM KOMMYHUKATUBHOM 3hEKTUBHOCTU MEANIMHBIX MPUAOKEHWI.
KAtoueBble cAOBa: CMOHTaHHAs peyb, CUHTE3MPOBAHHASI PeYb, MPOCOAMKA, aKyCTUUeCKMe napame-

TPbl, TOHAAbHOCTb, 4aCTOTa OCHOBHOIO TOHA.

Introduction

Speech is a complex, multi-level communica-
tion system, utilizing both traditional and new for-
mats of oral content, including prepared and sponta-
neous speech or even synthetic speech generated by
automatic synthesis systems (Cooper E. et al., 2024)
in social media and news aggregators. In these set-
tings, prosodic characteristics are a fundamental
parameter, determining the perception of a mes-
sage, its credibility, expressiveness, and emotional
impact on the audience (Galdino J. C. et al., 2025).
A comparative analysis of the spontaneous and syn-
thesized speech prosodic features allows to identify
the linguistic parameters that distinguish natural
speech from its artificial counterparts (Gabler P. et
al., 2023), revealing differences in intonation con-
tours, pause distribution, temporal variability, and
loudness dynamics. Furthermore, it assesses the
degree to which modern speech synthesis systems
correspond to natural prosodic organization, deter-
mining how fully synthesized speech reproduces the
characteristic melodic-rhythmic, accent-stress, and
expressive features of living human speech.

The study aims to conduct an instrumental com-
parative analysis of the spontaneous and synthesized
speech prosodic characteristic.

The study objectives are as follows:

- to analyze existing instrumental approaches
and methods to the spontaneous and synthesized
speech prosody analysis;

- to use specialized software applications
(PRAAT, ProAG-2025) to conduct a prosodic
acoustic analysis (pitch frequency, intensity,
tempo) for the spontaneous and sythesized
speech;

- carry out statistical processing of the obtained
data to identify differences and correlations between
prosodic characteristics of each speech type.

Hypothesis 1. Spontaneous speech demonstrates
the greatest variability of prosodic parameters (wide
range of pitch frequencies) compared to synthesized
speech.

Hypothesis 2. Synthetic speech, despite its high
level of naturalness, statistically significantly differs
from natural speech (spontaneous) in key prosodic
parameters, especially in the area of intonation con-
tours.
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Materials and methods

To conduct a comparative analysis, a speech
data corpus was compiled, comprising 20 excerpts
of spontaneous speech from TED Talks: 10 excerpts
each for Kazakh and English. The sample was ran-
domly selected; the topic of the talks was not con-
trolled, as the primary goal was to obtain spontane-
ous speech samples.

The collected materials were transcribed using
our proprietary ProAG-2025 program (patented
document no. 58731, May 27, 2025). The applica-
tion is written in Python. Its functionality includes
audio file extraction, time-slice extraction, and auto-
matic transcription using the Whisper model, which
provides highly accurate segmentation and speech
recognition. After transcription, the text transcrip-
tions of natural fragments were converted to audio
using two modern text-to-speech (TTS) systems:

- System 1 (for Kazakh): https://freereadtext.
com/ru/text-to-speech/kazakh-kazakhstan;

- System 2 (for English): https://surl.li/nyjdyk
(presumably another commercial or open-source
service).

Before analysis, all speech fragments were pre-
normalized for loudness and converted to a unified
audio signal format. To ensure data comparability,
the recording quality was checked, and noise arti-
facts and non-speech segments were removed.

Instrumental analysis of all speech fragments
was conducted using Praat. The following acoustic-
prosodic parameters were measured for each frag-
ment: pitch frequency (F0), intensity, temporal char-
acteristics, and segmentation. All fragments were
segmented into sentences and words to measure
prosodic contours. Additional acoustic analysis was
conducted using ProAG -2025 , which integrates the
librosa , soundfile, and matplotlib libraries .

Literature review

Kane et al. J. (2024) added realistic prosody
using machine learning to enhance the authentic-
ity and naturalness of a synthesized voice. Analysis
of key prosodic elements at the syllable level was
performed using the PRAAT program, extracting
parameters of fundamental frequency, amplitude
and intensity, duration and position of the syllable
in a word or phrase, as well as the duration of the
pause before and after the syllable. Training was
carried out with a multiple- input, single-output
LSTM. The mean squared error (MSE) was used
as the loss function. The trained model was used to
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transform monotonous speech key elements into dy-
namic prosodic features, enhancing the naturalness
and expressiveness of the synthesis. The average
MOS score was 2.98, and the median was 3 on a
scale from 1 (robotic speech) to 5 (natural, authentic
speech). These results demonstrate the high effec-
tiveness of the approach and its potential to generate
more natural-sounding and authentic speech, even
with a limited amount of data and LSTM models.
During the transformation process, an increase in
the overall loudness of the synthesized voice was
observed: the median value increased from 51 dB
to 65 dB, reflecting more expressive and dynamic
speech production.

Correctly conveying the prosodic characteris-
tics of utterances remains the most challenging is-
sue in speech synthesis. In a study, O’Mahony J. et
al. (2022) conducted a comparative analysis of the
synthesized speech prosodic characteristics of two
models: a baseline model trained exclusively on
monologue speech and a model trained on a mixed
corpus including both monologue and spontane-
ous dialogue data from podcasts. The results of the
perceptual experiment showed that when synthe-
sizing interrogative sentences, the DataMix model
was perceived by listeners as significantly more
conversational compared to the baseline model
(significant intercept, p < 0.01). In a second prefer-
ence test, in which subjects were asked to choose
a more natural option, the DataMix model also
demonstrated a statistically significant advantage
in generating questions (B= 0.44, p < 0.01). When
synthesizing response utterances, no significant
differences were found between the models. The
effects estimated on the basis of listener preferenc-
es did not reach statistical significance (p= -0.17,
p = 0.09; p= -0.21, p < 0.06). Analysis of mean
quality ratings (Mean Opinion Score (MOS) did
not reveal a significant main effect of either model
or sentence type.

Thorson J.C. and Morgan J.L. (2021) conducted
a systematic analysis of prosodic structure in spon-
taneous English speech to identify prosodic vo-
cabulary, semantics (functions and relations), and
syntax (combination rules), as well as a compari-
son of spontaneous speech with scripted speech.
The data included two spontaneous speech corpora
(CallHome, Santa Barbara Corpus) and three au-
diobooks (scripted speech). Intonation units were
automatically extracted using tempo modulation
as a boundary marker. To construct a prosodic
vocabulary, unsupervised clustering of pitch and
intensity contours in latent space was used, which
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allowed the identification of approximately 200
typical patterns. Sequences of intonation unit pairs
were analyzed using Markov logic, identifying
stable pattern combinations that occur more fre-
quently than random (P < 0.0001). Manual clus-
ter analysis revealed context-dependent features
and speaker attitudes: all clusters exhibited 2—5
recurring features, and 90% of clusters expressed
a specific attitude in >50% of the corresponding
intonation units. Comparison with scripted speech
revealed that in professionally voiced audiobooks,
there was no statistical correlation between clus-
ters, confirming that rehearsal and following the
text simplify prosodic structure.

Amanbaeva A.Zh. and Zhumabaeva
Zh.T. (2017) substantiate a segmental-prosodic
model necessary for creating a natural synthesis of
Kazakh speech. The key element is the syntagma,
which determines semantic segmentation and en-
sures the intelligibility of synthesized speech. The
authors identify eight intonemes that form an into-
nation contour and reflect the type of utterance. For
prosody modeling, the following key parameters
are defined: fundamental tone frequency (F0), du-
ration, pause, and amplitude. Natural synthesis re-
quires precise differentiation between orthography
and orthoepy, consideration of individual phonetic
characteristics, and the inclusion of intonemic mod-
els in the algorithm. The authors emphasize the lack
of automated synthesis for the Kazakh language and
the need to develop a model based on modern theo-
ries of intonation.

A study by Bazarbayeva Z.M. (2022), examin-
ing the prosodic means of spoken English discourse,
demonstrates that prosody and spoken language
function as independent grammatical levels. The
informational structure of discourse is considered
a component of semantics, and prosodic param-
eters are elements integrated into the phonological
system. Prosody performs three key functions: the
melodic contour marks the communicative type
and speech act; pauses structure the flow of speech,
breaking it into information units; accentual em-
phasis sets the focus of the utterance and organizes
its internal structure. The phonological approach,
which assumes an abstract representation of into-
nation in the form of tonal structures (in particular,
in the autosegmental-metric model), is recognized
as the most productive. This allows for the descrip-
tion of the systemic connections between intona-
tion, grammar, and discourse. Paralinguistic param-
eters, including the general tone level, convey the
speaker’s emotional and pragmatic attitude and are

characterized by gradation, reflecting the degree of
expression of states such as respect or excitement.

Defining the segmental and prosodic param-
eters of Kazakh speech is a key requirement for
developing an intonationally adequate synthesis
(Bazarbayeva, 2025). Segmental and prosodic ele-
ments ensure the semantic unity of an utterance and
act as differentiating features. Syntagma is defined
as the basic unit of synthesis, requiring mandatory
identification during text markup. For automatic in-
tonation modeling, it is necessary to formalize eight
Kazakh intonemes (completeness, incompleteness,
general and specific questions, categorical and po-
lite imperatives, exclamations, and insertions) that
correlate with punctuation marks and determine the
communicative type of utterance. The naturalness of
synthesized speech is ensured by taking into account
orthoepy and the individual prosodic characteristics
of the speaker.

The research by Berdalieva R.Sh. (2022) ex-
plores the paralinguistic characteristics of Kazakh
speech (intonation, tempo, rhythm, and timbre) as
a means of expressing the individual, social, and
ethnocultural characteristics of the speaker. The
Kazakh language is distinguished by specific pho-
netic features and an accentuated final syllable,
while consonant realization is subordinated to
vowel harmony. Melody (F,) plays a key role in
distinguishing communicative types of utterances
and organizing the logical structure of speech.
Voice parameters (volume, pitch) perform a so-
cial function: quiet speech expresses respect, while
loud speech is associated with authority. It is also
noted that Kazakhs, on average, speak louder than
other Turkic and Asian peoples, which is associ-
ated with the historical conditions of their nomadic
lifestyle. Some types of utterances have fixed vo-
cal characteristics (e.g., “Oybay!” — a high voice,
commands — a firm voice, parting words — a soft
voice), which emphasizes the cultural determinacy
of paralinguistic means.

Another study conducted by Taldibayeva M.
(2016) is aimed at a systematic description and
theoretical substantiation of labial vowel harmony
as a key phonological feature of the Kazakh lan-
guage. Kazakh speech is characterized by labial
vowel segmentation. The vocalism of the language
is formed by three vowel syngemes: a high vowel (4
allosingemes), a low vowel (2 allosingemes), and a
diphthong-type vowel (3 allosingemes), which form
a trivocalic pattern. It is shown that synharmonically
soft mid vowels and hard back vowels are articulat-
ed near the central row. Historical analysis revealed
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that the most accurate data on labial vowel harmony
were obtained in the mid-19th century thanks to
perceptual observations not limited by orthographic
norms.

Taken together, the reviewed studies highlight
that accurate modeling of segmental, suprasegmen-
tal, and paralinguistic features to achieve intelligi-
bility, naturalness, and communicative adequacy
across different languages, including Kazakh and
English.
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Results and discussion

An acoustic-prosodic comparison of two speech
samples (spontaneous and synthesized) demon-
strates consistent differences between spontaneous
speech and a synthesized version formally imitating
conversational mannerisms. Figure 1 shows an ex-
ample of speech analysis in English. During speech
synthesis, the speaker’s style was chosen to be simi-
lar to spontaneous speech.

Sound pressure level (dB/11z)

2.205-10% 1] L2

Trequency (Hz)

Trequency (Hz)

Figure 1 — Analysis of natural and synthesized speech in English

Natural speech (black) is characterized by a pro-
nounced irregularity of the amplitude contour. Inten-
sity fluctuations within phrases vary widely, reflecting
the natural mechanisms of utterance planning, emo-
tional modulation, and the physiological characteris-
tics of breathing. The waveform displays an alternation
of short micropauses and longer semantic stops, which
is typical of unprepared speech. Intonation exhibits
local and global fluctuations in the fundamental fre-
quency, including microvariations (jitter), rapid transi-
tions between intonation levels, and characteristic FO
lowerings at the ends of phrases, sometimes accompa-
nied by creative phonation. The harmonic structure in
real speech is irregular: the HNR constantly changes
depending on the type of segment, and the high-fre-
quency noise components of sibilants and fricatives are
clearly and unpredictably present.

The synthesized fragment (blue) exhibits a no-
ticeably smoother acoustic organization. Ampli-
tude peaks are more evenly distributed, transitions
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between phrases have a fixed duration, and pauses
lack the stochastic nature inherent in spontaneous
speech. The fundamental frequency contour is char-
acterized by less variability and order: intonation
movements seem programmed, smooth, and devoid
of micro-fluctuations. This creates the effect of a
grammatically correct, but prosodically simplified
utterance. Phonation in the synthesis most often re-
mains within a stable modal register; breath sounds,
irregular harmonic bursts, and signs of vocal tension
are virtually absent (Teixeira, 2013). In the spectral
domain, the synthesis exhibits a more pronounced
and uniform power drop with increasing frequency,
indicating filtered smoothing and insufficient real-
ization of high-frequency components, especially
important for the natural perception of noisy conso-
nants. Compared to a real recording, the synthesized
signal has a higher predictability of spectral slope
(Sisman B. et al., 2020) and less amplitude differen-
tiation of fricative consonants.
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Articulatory features also differ. In natural
speech, vowel reduction in unstressed positions,
asymmetrical formant transitions, and increased
coarculation variability are observed. Consonants
weaken or strengthen depending on the tempo and
communicative task, which manifests itself in the
instability of their spectral characteristics. In the
synthesized version, vowels are more often realized
as complete articulatory targets regardless of their
position in the word, and coarculation transitions
acquire an “idealized” character: overly clear, sym-
metrical, and rhythmically precise. This lends the
speech a certain technical clarity not characteristic
of untrained, live speech. The temporal structure of
the synthesized fragment exhibits a more uniform
tempo, a low frequency of disfluencies, and the ab-
sence of restarts, further enhancing the sense of syn-
theticity.

A spectral comparison confirms the general
difference: the spectrum of natural speech exhib-
its localized power fluctuations associated with
articulatory features and noise components, while
the spectrum of the synthesized signal is smoothed,
with a predictable decrease in energy in the high-
frequency range. This distribution indicates insuf-
ficient implementation of the noise component and a
lack of microarticulatory variations in the synthesis
model.

Taken together, the obtained data demonstrate
that synthesized speech, despite its structural cor-
rectness, retains a number of acoustic and prosodic
features that distinguish it from real speech.Unifor-
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mity of the amplitude contour and FO, the absence
of stochastic variations and creative elements, insuf-
ficient articulatory reduction, a smoothed spectrum,
and a simplified rhythmic-pause pattern are the main
characteristics of synthesized speech. These features
can be used as diagnostic markers of synthesized
speech and simultaneously serve as benchmarks for
improving speech generation algorithms.

Acoustic-prosodic analysis of the Kazakh speech
materials shows systematic differences between nat-
ural spontaneous speech and the synthesized version
as well. The specificity of Kazakh phonetics makes
these differences especially clear.

In Figure 2, we presented an example of spon-
taneous (black) and synthesized (blue) speech
examples. In a natural fragments, the amplitude
structure is irregular. The speaker’s speech inten-
sity fluctuates both within and between syntagmas.
This reflects the free rhythm organization of the
pronunciation. The presence of meaningful pauses
and micro-stops associated with utterance planning
show that speaker intentionally pauses longer in
some places. Variability in vowel duration is clearly
visible, especially in positions before sonorants and
in strong syntactic positions. Reduction processes
show vowels in weak positions, slightly shortened
or even weakened, which is evident in the oscilla-
tory structure of the formants with the irregularity
of the amplitude. Consonant transitions have a pro-
nounced coarculation character by softened seg-
ments and transitions such as -1pl, -Hga demonstrate
asymmetrical formant trajectories.

.
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Sound pressure level (dB/11z)
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Figure 2 — Analysis of natural and synthesized speech in the Kazakh language
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The intonation contour of real speech in al-
most all examples show a wide range of FO fluc-
tuations. Rising and falling tones follow an uneven
pattern that reflect the communicative structure of
the utterance demonstrating the speaker’s subjec-
tive attitude. For example, in presented Figure 2,
the contour is characterized by sharp jumps in FO
and intonation dominants, as seen in sections with
the phrases “kondamvinaovl”, “e3 opnvinoa”, and
“unnvrozuamorz”. Micro-oscillations in the funda-
mental frequency (jitter) are observed, as well as
natural variations in intensity (shimmer), which
are markers of live phonation (Teixeira, 2013). The
tempo is irregular: there are slowings before key
words and speedings up in less significant segments.

Spectral analysis of natural speech reveals a rich
high-frequency content through the energy of noise
consonants (K, 3, ) is unevenly distributed, and the
spectrum clearly displays peaks associated with ar-
ticulatory difficulties. These high-frequency compo-
nents indicate natural turbulent noise at the points
where fricatives are formed, which cannot be fully
reproduced by synthesizers.

In the synthesized fragment, the speech structure
is significantly more organized, as presented in syn-
thesized speech in English. The amplitude of the sig-
nals is evened out, the intensity remains almost con-
stant, even where prosodic accents are observed in
natural speech. The tempo of the synthesis is rhythmi-
cally regular, pauses are evenly spaced based on the
full stops, and do not reflect the actual semantic divi-
sion of the utterance (Yu, 2025). Reduction processes

Comparison of audio/video files by features

are virtually absent: vowels retain their full duration
regardless of position, making the speech formally
clear but prosodically unnatural, where reduction is
minimal but temporal variability is significant.

The intonation contour of synthesized speech is
smoothed. FO moves primarily along predetermined
trajectories, without micro-variations and without
the natural “dips” or rapid rises characteristic of hu-
man speech, which appeared in “kosmanbuiagbr”.
Intonation movements are extended and “mathemat-
ically smooth”, leading to a feeling of monotony.
The tone realization in the words appears simplified.

The spectral structure of the synthesized version
shows typical high-frequency smoothing: noise con-
sonants lack their natural turbulent spectrum, mak-
ing the synthesized speech sound softer than natural
speech. High-frequency energy is reduced more uni-
formly, indicating filtering and insufficient articula-
tory variability in the model.

Overall, the comparison shows that synthesized
Kazakh speech does not reproduce key parameters
of natural speech flow: irregularity of intensity,
vowel duration variability, coarculation asymme-
try, a rich spectrum of fricatives, FO microdynam-
ics, and natural rhythmic and intonational patterns.
These differences can serve as important criteria
for assessing the naturalness of synthesized Kazakh
speech and as benchmarks for further improving the
quality of synthesis models.

Text-to-speech conversion was carried out on
the following resources: (www.freereadtext.com;
www.mureka.ai).
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Figure 3 — Heat map of the comparison of the acoustic characteristics of synthesized
and spontaneous speech “ government ” based on the main features
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Analysis of the presented data reveals signifi-
cant differences between the spontaneous and syn-
thesized speech. After comparing the prosodics of
sentences, we decided to investigate if the words
contain any similarities of differences according to
the reproduction type. For example, the phrase “gov-
ernment” demonstrates different acoustic and pro-
sodic parameters. Average FO values indicate that
synthesized speech is characterized by a higher FO
fundamental frequency, while spontaneous speech,
in contrast, exhibits a lower one. The intensity of
spontaneous speech is also lower as its FO, while
the sythesized option show slightly greater mean
than expected. It might be the result of the spectral
richness of the signal. In most of the words, synthe-
sized speech exhibits more stable amplitude due to
normalization, resulting in a moderate but perceptu-
ally distinguishable difference. All words are pro-
nounced according to the algorythm provided to the

OcHosHan yacToTa (BeicoTa ToHa)

application. Thus, a slight increase in the duration of
the synthesized audio probably indicates the tenden-
cy of TTS models to generate slightly slower and
smoother articulatory trajectories. The harmonicity
index is significantly higher in synthesized speech,
reflecting the dominance of the periodic component
characteristic of modern vocoders such as WaveNet/
HiFi-GAN. In spontaneous speech, most of the ex-
amples differ greatly, which ends with the decrease
in harmonicity. We suggest it due to phonetic irreg-
ularities, respiratory noises, and natural vocal fold
vibration. Formant analysis reveals the accuracy of
the synthesized speech’s reproduction of F2 val-
ues and duration, but also reveals deviations in F1
and, especially, F3. Taken together, these features
confirm that synthesized speech approaches natural
speech in key parameters (Wester, 2016) while re-
taining spectral and intonational markers of artificial
origin.
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Figure 4 — Dynamics of changes in pitch, volume and signal shape
of synthesized and spontaneous speech “government”

In Figure 4, analysis of the fundamental fre-
quency plot reveals consistent differences between
synthesized and spontanecous speech. Initially, we
expected that the synthesized signal exhibit in-
tended smooth linear FO in words, following appli-
cation algorithm, implemented into the system. In
the fundamental portion, both curves have a similar

general contour; however, synthesized speech has
a significantly smoother profile, while spontane-
ous speech exhibits microvariations associated with
natural jitter, which is seen in 0.1-0.2 ms. The syn-
thesized FO terminates abruptly with smooth curve
as seen in 0.2-0.3ms. Overall, synthesized speech
exhibits a stable and predictable intonation pattern,
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while spontaneous speech exhibits natural vari-
ability. The loudness dynamics (RMS) plot reveals
significant differences: synthesized speech is char-
acterized by a flat loudness level with minimal vari-
ability due to digital normalization and the absence
of natural noise. Spontaneous speech, in contrast,
exhibits wide amplitude dynamics associated with
natural airflow fluctuations and phonation phases,
which is seen in 0.2-0.4 ms. With comparable maxi-
mum RMS values, the synthesized signal exhibits
abrupt transitions to zero at the beginning and end
of the recording, a typical effect of digital clipping
in TTS. Waveform analysis reveals key differences
between synthesized and spontaneous speech. The

synthesized signal exhibits a sharp initial increase in
amplitude and a uniform, structurally ordered wave-
form in the central region, reflecting the absence
of natural microvariations. Spontaneous speech, in
contrast, contains initial noise components, previous
word sound, as well as more pronounced amplitude
fluctuations due to the biomechanics of phonation.
The synthesized signal terminates abruptly, while
natural speech gradually fades (0.3-0.4ms). These
differences demonstrate a fundamental discrepancy
between artificially generated voice and natural hu-
man phonation, conditioned by both the architecture
of neural TTS models and the physiological charac-
teristics of natural speech.
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Figure 5 — Heat map of comparison of acoustic characteristics of synthesized
and spontaneous speech “Kazakh” based on the main features

An acoustic-prosodic analysis of synthesized and spontaneous Kazakh speech revealed significant differ-
ences in a number of key parameters as well. Average pitch frequency values show that synthesized speech
has a higher FO (203.99 Hz) compared to spontaneous speech (184.59 Hz), which indicates the tendency of
TTS systems to form a raised and more expressive intonation pattern. Natural spontaneous speech is char-
acterized by lower FO values, reflecting relaxed articulation and natural intonation fluctuations; a difference
of almost 20 Hz indicates differences in prosodic dynamics. Intensity analysis reveals minimal differences.
Spontaneous speech is slightly louder (69.10 dB) compared to synthesized speech (68.50 dB).

As we expected, synthesized speech also exhibits typical features of TTS models in terms of duration.
It is longer (0.33 s versus 0.28 s), which is due to slower transient processes, smoother articulation, and the
absence of natural reductions. We observed difference in the harmonicity index, where the high HNR value
in synthesized speech (11.32 dB) reflects the almost complete absence of respiratory phonation irregularities,
while the lower value for spontaneous speech (8.42 dB) corresponds to the natural variability of the voice
signal. Moreover, formant analysis revealed characteristic spectral discrepancies. Synthesized speech exhib-
its an increased F1 (791.89 Hz), indicating a more open vowel articulation, and a significantly elevated F3
(3251.73 Hz), which indicates excessive timbre “purity”” and smoothed resonance characteristics. Moreover,
the F2 values (1660.34 Hz for synthesized and 1637.02 Hz for spontaneous speech) show a relatively ac-
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curate transmission of the front-back position of the
tongue by the TTS model.

Overall, as a result, we confirmed that synthe-
sized Kazakh speech adequately reproduces the ba-

sic acoustic characteristics of the natural signal, but
retains a number of typical differences: elevated FO,
increased duration, greater harmonicity, elevated
F3, and greater vowel openness.
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Figure 6 — Dynamics of changes in pitch, volume and signal shape
of synthesized and spontaneous speech “Kazakh”

We decided to conduct similar word analysis to-
wards Kazakh speech excerpts. As a result, FO anal-
ysis shows that synthesized speech begins at a fixed
frequency, has a smooth contour, and an abrupt end,
whereas spontaneous speech develops gradually,
contains natural micro-variations, and ends with
a smooth frequency decline. RMS analysis shows
that synthesized speech has a stable amplitude with-
out noise or spikes, with an abrupt onset and end,

whereas spontaneous speech exhibits natural loud-
ness variations and smooth transitions. Waveform
analysis shows that synthesized speech is free of
initial noise (leaving out the sound [z]), has a regu-
lar, symmetrical waveform with minimal jitter and
shimmer, and an abrupt end, whereas spontaneous
speech (replaces [z] sound to similar, presenting a
waveform in oscillogram) contains noise, amplitude
fluctuations, and a smooth decay.

Table 1 — Comparative characteristics of the acoustic parameters of synthesized and spontaneous speech in English and Kazakh

languages.

Parameter

Synthesized speech in
English

Synthesized speech in
Kazakh

Spontaneous speech in
English

Spontaneous speech in
Kazakh

Fundamental frequency

Smoothed contours,
insufficient transmission
of intonation jumps

Clear stepwise
transitions, excessive
morphemic regularity

High variability, sharp
transitions

Smoother and more
regular contours, less
variation in amplitude

Strong smoothing, stress

Even smoother, the

Pulsating dynamics,

Smooth volume curve,

rhythm is lost

Volume reduction is poorly VO?”me is almost pronounced stress peaks | low amplitude contrast
conveyed uniform
. The amp?ltude 1S more Overly uniform, Strong amplitude Relatively flat signal
Signal form symmetrical, the natural . . .o
mechanically aligned variability shape
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Conclusion

A comprehensive instrumental analysis of the
spontaneous and synthesized speech prosodic char-
acteristics in English and Kazakh TED Talks re-
vealed a number of significant differences, which
generally confirms the previously proposed research
hypotheses.

First, spontaneous speech exhibits a significant-
ly higher degree of prosodic variability (in terms of
FO, intensity, and tempo) compared to synthesized
speech. This increased variability manifests itself in
irregular amplitude and melodic contours, the pres-
ence of microfluctuations (jitter), elements of cre-
ative phonation, as well as the stochastic nature of
pauses and temporal organization.

Secondly, synthesized speech, despite its stable
segmental-temporal structure, exhibits statistically
significant deviations from natural speech. Key
markers of synthesized speech include a simplified
rhythmic-pause pattern, a uniform distribution of
amplitude peaks, a reduced level of FO variability,
as well as a smoothed spectral slope and insufficient
realization of high-frequency noise components in
both English and Kazakh language samples.

An analysis of Kazakh language data revealed
that the presence of specific phonetic and prosodic

characteristics, such as regular stress on final syl-
lables and a developed system of intonemes, further
worsens the differences between natural and syn-
thesized speech. Current TTS systems for Kazakh
do not fully account for the complex segmental and
prosodic organization, resulting in simplified syn-
tagmatic segmentation and reduced naturalness of
intonation contours. These deviations are less no-
ticeable when analyzing individual words, but are
clearly evident at the sentence level and especially
in the spectral characteristics of synthesized speech.

The practical significance of the obtained results
lies in the fact that the identified acoustic-prosodic
indicators of syntheticity can serve as benchmarks
for optimizing speech generation algorithms. Im-
proving the naturalness of synthesis requires the im-
plementation of models capable of reproducing sto-
chastic variations in F0O and intensity, accounting for
articulatory vowel reduction in unstressed positions,
more accurately modeling consonant noise compo-
nents, and integrating ethnoculturally determined
prosodic features, including the vowel harmony of
the Kazakh language.

Prospects for further research include the devel-
opment and implementation of a perceptual experi-
ment aimed at quantitatively assessing the degree of
naturalness of synthesized speech by listeners.
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