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AI-ASSISTED SUBTITLING IN TRANSLATOR TRAINING:
EFFICIENCY, QUALITY, AND STUDENT PERCEPTIONS
IN AN EXPERIMENTAL STUDY

Digitalization continues to reshape translation practices across domains, with audiovisual transla-
tion (AVT) being one of the fields most affected by automation and artificial intelligence (Al). This study
investigates the pedagogical implications of Al-assisted subtitling in the context of translator education.
Twelve undergraduate students from the Faculty of Philology at Akhmet Yasawi University (Turkistan,
Kazakhstan) participated online in a pre—post experimental design. In the pre-test, students manually
subtitled a one-minute English promotional clip; in the post-test, they used Al-generated subtitles which
they post-edited for accuracy, style, and cultural appropriateness. Data were collected through task
completion times, rubric-based quality scores, error analysis, and student reflections.

The results indicate substantial improvements in both efficiency and quality. Mean task completion
time decreased from 745 seconds in the manual condition to 451 seconds in the Al-assisted condition,
representing a 40% reduction (t(11) = 17.79, p < .001, Cohen’s d = 5.13). Quality scores improved
significantly from 5.08/8 to 7.08/8 (t(11) = —-8.12, p < .001, d = 2.35). Error analysis revealed a clear
shift: manual subtitling produced numerous technical and segmentation errors, while Al subtitling largely
eliminated these but required human correction of semantic and cultural nuances. Thematic analysis of
reflections confirmed these trends: students valued the speed and technical precision of Al, but empha-
sized their indispensable role in ensuring idiomatic and culturally sensitive translations.

This study contributes to the growing body of literature on the hybrid ecology of AVT, where human
and non-human actors collaborate within translation workflows. It suggests that Al-assisted subtitling can
be fruitfully integrated into translator training as both a productivity aid and a pedagogical resource for
critical reflection. At the same time, the findings highlight the limitations of automation and the contin-
ued necessity of human agency in audiovisual translation.

Keywords: audiovisual translation, Al-assisted subtitling, translator training, quality, student percep-
tions.
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AyAapMallbIAapAbl AASIPAAYAQ XKACAHAbI MHTE@AAEKTTIH, KOMerimeH cyoTUTp Xacay:
TUIMAIAIK, cana )KaHe 3KCNepUMEHTTIK 3epTTeyAeri CTYAEHTTEPAiH Kabbiaaaybl

LindpaaHabipy OpTYypAi  Cararapparbl  ayaapma  TaxipubeaepiH KanTa KaAbINTACTbIPYAb!
YKAAFaCTbIPbIM KEAEA], aA ayAMOBM3YyaAAbl ayaapMa (ABA) aBToMaTTaHABIPY MEH XKacaHAbI MHTEAAEKTTIH
(OKW) eH ken acep eTkeH GarbITTapbiHbiH, 6ipi 6OAbIN OTbIP. ByA 3epTTey ayaapmalubirapAbl AasipAdy
KoHTekcTiHAe JKU-AIH  KemeriMeH CyOTUTPAEYAIH MEeAArormkaAblk, CaAA@pPbiH  KApacTbipaAbl.
TypkicTaHaarbl AxmeT Slcaym yHuBepcuteTiHiH Duaororms dakyAbTeTiHiH OH eki 6akasaBpuat
CTYAEHTI OHAQMH PEeXXMMIHAE aAAbIH-aAa >K8He KeMiHri TeCTKe HerispeAreH 3KCNepuMEHTTIK 3epTTey
AM3aiHbIHA KATbICTbl. AAAbIH-aAQ TECTTE CTYAEHTTEp 6ip MUHYTTbIK, aFbIALLBIH TIAIHAEM KapHAMAAbIK,
GerHepoAnKKe CyOTUTPAI KOAMEH KypacTbipAbl; KeiiHri Tectte oAap XKW xacaraH cyOTUTpAepAi
KOAAQHbIM, ADAAIK, CTUAb >KOHE MOAEHM COMKECTIK TYPFbICbIHAH MOCT-PeAaKLMs >Kacaabl. Aepektep
TarncbipMaHbl OPbIHAAY YakbITbl, PyOpMKa Heri3iHAeri cana KepceTkilTepi, KaTeAepPAi TaAAdy XKoHe
CTYAEHTTIK peAeKcHsIAap apKbIAbl XKMHAAADI.

HaTukeAep TUIMAIAIK MeH canaHblH, alTapAbiKTalk apTKaHblH kepceTTi. KoameH cybTutpaey
Ke3iHAEe opTalla OpblHAQY YaKbiTbl 745 cekyHATb Kypaca, KW kemerimeH cyb6TuTpaey KesiHae 451
CEeKYHAKA AeitiH Kbickapbin, 40% TemeHaey bankaaabl (t(11) = 17.79, p < .001, Cohen’s d = 5.13).
Cana kepceTKilTepi Ae eAeyAi Typae Xakcapabl: 5.08/8-aeH 7.08/8-re aeiin ecti (t(11) = -8.12,
p < .001, d = 2.35). KateAaepai Taapay HaKTbl ©3repicTi akblHAAABI: KOAMEH CYBTUTPAEY Ke3iHAE
TEXHUKAAbIK, )K8HEe cerMeHTaums Karteaepi ken 6oaraH, aa XU Herizinaeri cy6TuTpaey GyA KaTteAepaAi
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a3anTKaHbIMEH, CEMAHTUKAABIK, KOHE MOAEHM PEHKTEPAI TY3€eTy YLUiH aAaM TaparnbliHaH OHAEYAI KaxKeT
eTTi. TakbIpbINTbIK, TAAAQY HOTMXKEAEpPI OCbl YPAICTI pacTaabl: cTyaeHTTep KM-AiH >KbIAAQMADBIFbI MEH
TEXHUKAAbIK, ADAAITIH KOFapbl 6HaFaraca A, MAMOMATUKAABIK, KOHE MBAEHW TYPFbIAAH CE3iMTaA ayaap-
MaAapAbl KaMTamMachl3 eTyAe aAaM POAIHIH aAMACTbIPbIAMAMTbIHbIH aTan eTTi.

3eptrey ABA-HbIH rTMOPUATI 3KOAOTMSICbI XKOHIHAETT 9AEOMETKE YAEC KOCAaAbl, MYHAQ aAaM >KoHe
aAaM eMec aKTOpAap ayAapma >KYMbIC aFblHAApbI LieHOepiHae Gipaece apekeT eteai. 3eptrey XM
KOMeriMeH CyOTUTPAEYAI ayAapMalLibIAAPAbl AAsipAQy YAEPICiHE THMIMAIAIK KypaA peTiHAe FaHa emec,
COHbIMEH 6ipre CbiHM pedAeKCUSHbI AaMbITyFa apHaAFaH MeAarorMKaAblK, PeCypC PeTiHAE Ae Kipik-
Tipyre 60AaTbiHbIH yCbiHaAbl. COHbIMEH 6ipre, HOTMXKEAEpP aBTOMATTaHAbIPYAbIH LUEKTEYAEPIH XXoHe
AYAMOBM3YaAAbl ayAQPMAAQ aAaM areHTTIriHIH CaKTaAybIHbIH, KQXXETTIAINIH alikKblH KOPCETeA|.

Tyiin ce3aep: ayanoBM3ayasabl ayaapMa, KM kemerimeH cyOTUTPAeY, ayAapmallbiAapAbl Aasp-
AQy, cana, CTYAEHTTEPAIH KabblAAQYbI.

M.A. CarinyanaeBa’, KopkyT Yayu Mumcar

AHkapa Xaaxu baripam Bean yHuBepcuTeT, AHkapa, Typums
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Cy6TuTpOoBaHHe C UCMOAb30BAHMEM MCKYCCTBEHHOIO MHTEAAEKTa
B MNOATOTOBKE NMepeBoAYMKOB: 3(pheKTMBHOCTb, KAaUeCTBO
M BOCNPUSATUE CTYAEHTOB B KCNEPUMEHTAAbHOM MCCAEAOBAHMM

Lndposunsaums npoaoaxaeT TpaHCHOPMMPOBATL NepeBOAYECKME MPAKTMKM B PA3AMYHbIX Cde-
pax, U ayAMOBM3yaAbHbI nepeBoa (ABIT) sBaseTcs oaHOM M3 obAacTei, HanboAaee MOABEPIKEHHbIX
BO3AENCTBMIO aBTOMATM3ALMN M UCKYCCTBEHHOro MHTeAAekTa (MM). AaHHoe nccaepoBaHMe paccma-
TPMBAET MeAarormyeckue acrnekTbl MCMOAb30BaHUS CyOTUTPOBaHMS C noaaep>kkon MM B npouecce
MOAFOTOBKM NMEPEBOAYUMKOB. B 3KCNepMMEHTaAbHOM AM3aiiHe C NPeABAPUTEAbHbIM M MOCAEAYIOLLMM
TECTMPOBAHMEM MPUHSAM YYacTUe ABEHAALLATb CTYAEHTOB OakaaaBpuata dakyAbTeTa UAOAOrMU YHU-
BepcuTeTa AxmeTa fAcaym (TypkecTaH, KasaxcraH) B OHAalH-pexkume. Ha aTane npeaTecTta CTyAEHThI
BPYYHYIO CO3AaBaAM CYyOTUTPbI K OAHOWM MMHYTE aHIAOSI3bIYHOMO MPOMOPOAMKA; Ha 3Tare nocTrecTa
OHU UCTMOAb30BaAM CyOTUTPbI, CreHepupoBaHHble KA, KoTopble 3aTeM PeAAKTUPOBAAM C TOUKM 3peHus!
TOYHOCTU, CTUAS U KYAbTYPHOM YMECTHOCTM. AaHHble COOMPAAMCH HA OCHOBE BPEMEHM BbINOAHEHMS!
3aAaHMS, OLLEHOK KavecTsa no py6purke, aHaAM3a owmboK 1 PeAEKCUBHDBIX OT3bIBOB CTYAEHTOB.

Pe3yAbTaTbl AEMOHCTPUPYIOT 3HAUNTEAbHbIE YAYULLEHNS KakK B 3(PPEeKTUBHOCTHM, TakK M B KauecTBe.
CpeaHee Bpems BbIMOAHEHWS 3aAQHUSI COKPATUAOCH C 745 CeKyHA B PyUYHOM pexkmme A0 451 cekyHADI
npu UCNoAb3oBaHuK M, uTo cocTaBAsieT cHuxkeHne Ha 40% (t(11) = 17.79, p < .001, d Cohen=
5.13). INokasaTeAn KayecTBa Takxe CyLeCTBEHHO BblpocAuM: ¢ 5.08/8 ao 7.08/8 (t(11) = -8.12, p <
.001, d = 2.35). AHaAM3 OWMGBOK BbISIBUA BbIPQXKEHHbIA CABUI: MPW PyYHOM CYyOTUTPUPOBAHUM Ha-
6GAIAAAOCH BOABLLOE KOAMYECTBO TEXHUUECKMX M CErMEHTAUMOHHbIX OWMBOK, TOraa Kak CyOGTUTPbI,
co3AaHHble M, npakTUYecKkm yCTpaHMAKM 3T1 MPOOAEMbI, HO MOTPE6OBAaAM YEAOBEUECKOM KOPPEKTU-
POBKM CEMAHTMYECKMX M KYAbTYPHbIX HIOQHCOB. TeMaTMyecKuil aHaAam3 pedAeKCuii MOATBEPANA ITY
TEHAEHLIMIO: CTYAEHTbI BbICOKO OLIEHMAM CKOPOCTb M TEXHUYECKYI0 TOYHOCTb M, HO moauepKHyAn
He3aMeHUMYI0 POAb YeAoBeKa B 06ecrneyeHnn MAMOMATUYHOCTM U KYAbTYPHOM YyTKOCTU MepPeBoAa.

MccaeAOBaHME BHOCUT BKAQA B PacTyLUMii KOPMycC paboT o rubpuaHon akoaorun ABIT, rae ve-
AOBEYECKME U HeuyeAoBeuveckue aKTOpbl B3aMMOAENMCTBYIOT B pamKax NnepeBoAYecKMX paboumx npo-
ueccoB. OHO MOKa3blBaeT, YTO CyBTUTPUPOBAHME C MOAAEPXKKOM MM MOXKET 6biTb 3PPEKTUBHO MH-
TErpMpoBaHO B MOATOTOBKY MEPEBOAUMKOB KaK MHCTPYMEHT MOBbILLIEHMS NMPOU3BOAMTEABHOCTM U KaK
NeAArormyecknini pecypc AAS pasBuTus KpUTuyeckon pedaekcnn. B To ke Bpemsi pe3yAbTaTbl MOA-
YepKMBaOT OrpaHUYEHnsl aBTOMaTM3aLUMM U HEM3MEHHYI0 HEOOXOAMMOCTb YEAOBEUYECKOro y4yacTus B
AYAMOBU3yaAbHOM MEPEBOAE.

KAtoueBble cAOBa: ayAMOBM3YaAbHbI NEpPeBoA, CyOTUTpUpoOBaHUMe C nopaepxkkor MM, noarotos-
Ka NepeBOAYMKOB, Ka4eCTBO, BOCMPUSTUE CTYAEHTOB.

Introduction

The rapid digitalization of translation practices
has significantly transformed both professional
workflows and pedagogical approaches in transla-
tor education. Audiovisual translation (AVT), par-
ticularly subtitling, represents one of the domains
most directly influenced by digital innovations due

to its inherent multimodality and technical con-
straints (Diaz-Cintas, 2020: 6). Subtitling requires
the transfer of meaning under strict spatial and tem-
poral limitations, a process that has traditionally
demanded both linguistic proficiency and technical
competence (Cintas & Remael, 2020: 10). In recent
years, the emergence of artificial intelligence (Al)
has further reshaped this landscape, offering semi-

277



Al-Assisted Subtitling in Translator Training: Efficiency, Quality, and Student Perceptions in an Experimental Study

automated solutions that accelerate subtitling while
raising new questions about accuracy, creativity,
and translator agency (Abdelaal & Al Sawi, 2024:
3).

Translation technologies are not entirely new in
the educational context. Computer-assisted transla-
tion (CAT) tools and machine translation (MT) have
long been integrated into translator training to fa-
miliarize students with the realities of professional
practice (Bowker & Fisher, 2010: p.60; Doherty,
2016: 6). However, Al-based subtitling tools rep-
resent a novel pedagogical challenge because they
not only automate transcription and initial trans-
lation but also intervene in segmenting and syn-
chronizing subtitles — tasks that were once solely
entrusted to the translator (Abdelaal, Noureldin &
Al Sawi, 2025: 188). Translator trainees must learn
to critically evaluate, correct, and adapt Al outputs,
thereby developing new layers of competence that
combine technological literacy with linguistic and
intercultural skills (O’Hagan, 2022: 428).

From a pedagogical perspective, Al-assisted
subtitling holds considerable potential. It can reduce
the mechanical burden of transcription and timing,
allowing students to concentrate more on meaning,
cultural transfer, and audience-oriented strategies
(O’Hagan, 2022: 428). At the same time, it exposes
students to the limitations of automation, such as
semantic inaccuracies, poor handling of idiomatic
expressions, or culturally inappropriate renderings.
This dual experience — benefiting from efficiency
while recognizing technological shortcomings can
foster reflective learning and critical awareness,
which are central to translator education (Risku,
2018: 13).

Despite its increasing relevance, empirical re-
search on the pedagogical applications of Al-assist-
ed subtitling remains scarce, especially in the con-
text of experimental designs involving translation
students. Previous studies have often focused either
on professional subtitlers’ adoption of technology
(Kwok and et al ., 2025) or on students’ general use
of CAT/MT tools (Lounds, 2021). Few attempts
have systematically compared manual subtitling
with Al-supported subtitling within a controlled
training environment. Therefore, the present study
aims to fill this gap by exploring how students en-
gage with subtitling tasks both with and without Al
assistance, and by analyzing their perceptions of the
benefits and challenges associated with these tools.

The aim of the primary study is to investigate the
role of Al-assisted subtitling as a pedagogical tool in
audiovisual translation training. More specifically, it
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examines how the integration of Al tools influences
subtitling performance, error types, and student per-
ceptions, thereby contributing to discussions on the
balance between human agency and technological
support in translator education. In line with this aim,
the research questions will be considered:

RQ1. How does Al-assisted subtitling affect the
efficiency and technical quality of students’ work
compared with manual subtitling?

RQ2. In what ways do error types and frequen-
cies differ between manual and Al-assisted subti-
tling?

RQ3. How do students perceive and evaluate the
benefits and limitations of Al-assisted subtitling in
their training experience?

In this study, these questions serve as the cen-
tral guide for the research design and analysis. The
experimental and reflective data collected from stu-
dents will be examined with the aim of providing
clear answers to these questions. By doing so, the
study seeks to generate both quantitative evidence
of performance differences and qualitative insights
into learner perceptions, ultimately offering a holis-
tic understanding of how Al-assisted subtitling can
be integrated into translator training.

Materials and methods

This chapter outlines the methodological frame-
work adopted in the present study. It explains the re-
search design, participants, instruments, and proce-
dures that were employed to ensure a systematic and
reliable investigation of the research questions. The
following subsections provide detailed accounts of
each methodological component, highlighting how
the chosen methods align with the overall aims of
the study.

Research Design. This study employed a with-
in-subjects, quasi-experimental pre-post design
to examine the pedagogical impact of Al-assisted
subtitling in audiovisual translation (AVT) train-
ing. The pre-test required participants to complete
a manual subtitling task (no Al support), while the
post-test required Al-assisted subtitling (automatic
draft plus post-editing). A mixed-methods strategy
was adopted: (a) quantitative outcomes (task time,
error counts, holistic quality score) were used to
assess efficiency and technical / linguistic quality;
(b) qualitative reflections captured perceptions,
benefits, and challenges (Cresswell, 2017: 39).
Two short English promotional clips of compa-
rable difficulty (Clip A and Clip B) were used to
minimize content effects.
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Participants and Setting. Twelve undergraduate
students (n = 12) participated voluntarily enrolled.
Junior students have been studying in a Translation
and Interpreting programme at the Akhmet Yasawi
University in Turkestan, Kazakhstan. All had com-
pleted introductory courses in translation/AVT and
reported limited or no prior experience with Al-
based subtitling. The study was conducted online,
reflecting current remote learning and cloud-based
professional workflows. Students used their own
laptops and stable internet connections.

Data Collection and Instruments. The study em-
ployed a range of materials and instruments to sup-
port the data collection process. As input, two Eng-
lish language videos were selected, each designed
with a comparable speech rate and lexical density
to ensure consistency across tasks. For the pre-test
stage, participants used a freely available subtitling
editor with the Al function disabled, thereby requir-
ing them to create subtitles manually. In the post-
test stage, however, students were introduced to two
Al-based subtitling platforms, namely Veed Al and

Maestra, which generated automatic subtitle drafts
for subsequent post-editing. To track performance,
task duration was measured by recording start and
finish times in seconds. Subtitle quality was as-
sessed using an adapted audiovisual translation
(AVT) rubric, which rated performance on a scale
of 0-2 per category and yielded a cumulative score
ranging from 0 to 8, where higher scores indicated
better quality. Finally, student perceptions were col-
lected through short Likert-scale questionnaires ad-
ministered after each task, complemented by a final
reflection form approved by the instructor, which al-
lowed participants to provide open-ended feedback
on their experiences.

Before presenting the results, it is essential to
clarify the technical standards applied in the subti-
tling tasks. These standards ensured comparability
and controlled for readability, timing, and synchro-
nization issues. Table 1 summarizes the key param-
eters — such as characters per second, subtitle line
limits, and segmentation rules — that guided both the
manual and Al-assisted subtitling processes.

Table 1 — Technical Standards in Subtitling (Applied in Both Tasks).

Standard Definition

Example Purpose

Characters per second (CPS
<17)

Recommended reading speed
threshold

A 34-character subtitle should
remain > 2 s on screen

Ensures readability (Cintas &
Remael, 2020, p.107)

No more than 2 subtitle lines

Maximum 2 lines displayed

Subtitle should not exceed 2
lines of text

Preserves visual space (BBC,
2019)

Minimum 1 second / Shortest and longest subtitle

Subtitle must stay > 1 s and < | Avoids “flashing” or overly

Maximum 6—7 seconds durations 6-7s long titles (Netflix, 2021)
Segmentation at syntactic Line breaks should follow Break after clause or

. . Improves coherence
breaks natural pauses conjunction

Subtitles should not cross hard

Shot-change awareness
cuts

New subtitle starts with shot
change

Maintains visual synchrony
(Cintas & Remael, 2020, p.50)

As shown in Table 1, the criteria emphasized
a balance between linguistic clarity and techni-
cal feasibility. For instance, the restriction of a
maximum of two lines preserved visual space,
while the minimum/maximum duration require-
ment avoided overly short or excessively long
subtitles. Together, these standards created a
uniform baseline for assessing both manual and
Al-generated outputs. Standards adapted from

Cintas & Remael (2020), Netflix (2021), and
BBC (2019).

To evaluate the quality of the subtitles, an adapt-
ed rubric was used. This rubric considered semantic
accuracy, technical synchronization, segmentation
and layout, as well as style and readability. Table
2 outlines the scoring criteria, which ranged from 0
(inadequate) to 2 (adequate) in each category, with
a total score of 0-8.
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Table 2 — Subtitling Assessment Rubric (0-8 total).

Criterion 0 = Inadequate

1 = Partial 2 = Adequate

Major mistranslations,
meaning lost; idioms/cultural
items omitted or distorted

Semantic accuracy

Some mistranslations or
awkward renderings; partial
transfer of meaning

Accurate meaning transfer;
idioms/cultural items adapted
appropriately

In/out times far from speech;
subtitles overlap/cross shot
changes

Technical synchronization

Well-synchronized; entry/exit
times aligned with speech and
shots

Minor mistiming; occasional
overlap with shot changes

Poor line breaks; > 2 lines;

Segmentation & layout CPS/CPL consistently violated

Some segmentation errors;
occasional CPS/CPL issues

Proper segmentation; 1-2
lines; CPS/CPL respected

Frequent punctuation/grammar

Style & readability errors; long/unnatural lines

Occasional errors; uneven
style

Clear, concise, grammatically
correct; easy to read

As indicated in Table 2, the rubric allowed for a
nuanced assessment of student performance. While
semantic accuracy focused on meaning transfer,
technical synchronization addressed timing and
alignment with audiovisual cues. Similarly, seg-
mentation and style categories highlighted the im-
portance of both structural coherence and readabili-
ty. The scoring system thus provided a reliable basis
for comparing the manual and Al-assisted subtitling
tasks.

Literature review

Digitalization has radically altered the landscape
of translation practice, and audiovisual translation
(AVT) is one of the most affected sub fields because
of its inherently multimodal nature. Subtitling, in
particular, combines verbal, visual, and auditory
channels, making it especially sensitive to techno-
logical developments. As Cintas and Remael (2020)
argue, subtitling is no longer a purely linguistic task
but a technologically mediated practice that requires
balancing meaning transfer with technical param-
eters such as character-per-second (CPS), charac-
ters-per-line (CPL), reading speed, line breaks, and
screen exposure time (2020: 106). These constraints
are increasingly monitored not only by human re-
viewers but also by automated quality control sys-
tems embedded in professional subtitling platforms
(Papi and et.al., 2023: 3).

The ecology of AVT has shifted from local,
project-based workflows to globalized, cloud-
based ecosystems. Cintas (2013) emphasizes that
technological innovation has facilitated large-scale
subtitling production for streaming services, often
through cloud platforms that integrate automatic
checks for segmentation, spotting, and synchroniza-
tion (2013: 275). This shift reflects what Risku et
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al. (2016), translators function within networks of
both human and non-human actors — where not only
persons, institutions, and clients matter, but also
technology, tools, documents, and other non-human
elements shape translation practices (2016: 2). In
this ecology, digital technologies act as powerful
intermediaries that shape professional routines, col-
laboration patterns, and even quality standards.

Pedagogically, this ecological transformation
highlights the importance of training students to
operate effectively within digitally mediated envi-
ronments. As Oziemblewska & Szarkowska (2022)
notes, subtitling is now inseparable from technical
literacy; learners must be able to navigate interfac-
es, interpret automated warnings, and adapt to plat-
form-specific constraints (2022: 434). The ecology
also underscores the growing role of digital infra-
structures in shaping subtitling norms: while earlier
studies framed subtitling as a craft, current research
positions it as a hybrid activity where human cre-
ativity intersects with technological automation.

The broader implication is that AVT education
must not only teach translation strategies but also
prepare students to critically engage with the digital
environments that now structure their work. In this
sense, digitization constitutes not just a background
condition but a determinant ecological factor that
defines how subtitling is produced, evaluated, and
taught.

From CAT and MT to Al-Assisted Subtitling.
The integration of technology into translation prac-
tice has historically been dominated by computer-
assisted translation (CAT) tools and, later, machine
translation (MT) systems. CAT tools such as trans-
lation memory software, terminology databases, and
alignment programs were designed to enhance con-
sistency and efficiency in written translation. Their
gradual incorporation into translator training aimed



M.A. Saipullayeva, Korkut Ulug Isisag

to familiarize students with the realities of profes-
sional workflows and to cultivate digital literacy
alongside linguistic competence (O’Brien, 2012:
115). With the emergence of neural machine trans-
lation (NMT), the landscape shifted even further:
translation students increasingly engaged in post-
editing activities, a practice that has been extensive-
ly studied in terms of its impact on quality, speed,
and cognitive effort (Gaspari et al., 2015: 334).

However, subtitling presents challenges that
extend beyond the textual domain. While CAT and
MT tools primarily operate on linear written texts,
subtitling requires negotiation between linguistic
transfer and multimodal constraints, such as timing,
segmentation, and synchronization. In this respect,
Al-assisted subtitling represents a qualitative leap
from previous technologies. Al systems now com-
bine automatic speech recognition (ASR), machine
translation, and auto-segmentation to generate draft
subtitles in near real-time. These tools not only sug-
gest translations but also decide where subtitles
begin and end, how they are segmented, and how
they are aligned with the audiovisual rhythm of the
source text (Karakanta, 2022: 90). As a result, the
translator’s task is increasingly reframed from au-
thoring subtitles from scratch to editing and refining
Al-generated drafts.

This shift has pedagogical implications. As
Abdelaal and Al Sawi (2024) points out, subtitling
is at the crossroads of translation studies and me-
dia technology, and Al tools make this intersection
even more complex. For students, exposure to Al-
assisted subtitling creates opportunities to reduce
the mechanical burden of transcription and timing,
thereby enabling a stronger focus on cultural adapta-
tion, audience design, and pragmatic choices. At the
same time, it introduces risks of overreliance, since
students may be tempted to accept Al output uncriti-
cally without sufficient reflection on accuracy, style,
or cultural resonance (2024: 6).

Recent studies confirm this tension. Experimen-
tal research on automatic subtitling shows that Al
outputs often achieve acceptable synchronization
and segmentation but remain error-prone in terms
of idiomatic expressions, humour, and culturally
embedded references (Karakanta, 2022: 10). These
finding suggest that while Al-assisted subtitling can
accelerate workflows and enhance technical preci-
sion, human intervention remains indispensable for
meaning negotiation and intercultural sensitivity.

In summary, the transition from CAT and MT to
Al-assisted subtitling represents more than a techno-
logical upgrade; it signifies a paradigm shift in both

professional and pedagogical contexts. It requires
training translators not only to use technology effec-
tively but also to cultivate critical digital agency, en-
abling them to assess, revise, and strategically adapt
Al-generated outputs. This aligns with the broader
pedagogical shift from tool use as a mechanical skill
to technology literacy as an integral component of
translator competence.

Technological Change and Industrial Prac-
tices. The professional subtitling industry has been
reshaped by rapid technological innovation and the
expansion of global streaming platforms. One of the
most striking changes is the rise of semi-automated
workflows, where translators rarely produce sub-
titles entirely from scratch but instead work with
pre-prepared drafts. These drafts may take the form
of templates — pre-segmented subtitle files with tim-
ings already established — or machine-generated
subtitle output. As Georgakopoulou (2019) notes,
such workflows have become “the Holy Grail” of
large-scale subtitling, ensuring consistency across
languages and reducing turnaround time (2019:
138).

However, the reliance on pre-prepared drafts in-
troduces a new set of professional skills. Subtitlers
are increasingly expected to act as editors and qual-
ity controllers, diagnosing segmentation problems,
correcting machine errors, and ensuring compli-
ance with technical metrics such as characters per
line (CPL), characters per second (CPS), and shot-
change synchronization (Karakanta, 2022: 13). Au-
tomated quality control systems embedded in cloud-
based platforms further reinforce these expectations
by flagging violations of style guides or timing stan-
dards. As Banos etal. (2023) observes, the industrial
trend is clear: subtitlers are now positioned within
socio-technical networks where both human exper-
tise and machine-generated output shape the transla-
tion product.

These industrial transformations are directly rel-
evant for translator education. Al-assisted subtitling
in training environments mirrors the industry prac-
tice of working with pre-generated drafts. Students
are no longer only creators but also post-editors of
Al output, which closely resembles how profession-
als handle templates or machine-generated captions
(Orrego-Carmona, 2022: 335). In this sense, Al-as-
sisted subtitling tasks reproduce the very conditions
under which students will later work: evaluating
draft quality, repairing errors, and adapting subtitles
to cultural and audience-specific needs.

Thus, understanding technological change in
industrial practices provides a strong rationale for
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introducing Al tools in translator training. By en-
gaging with Al-assisted subtitling, students not
only acquire technical literacy but also develop the
critical ability to negotiate between automation and
human creativity. As Falempin and Ranadireksa
(2024) point out, subtitling today must be seen as
a hybrid activity where human translators collabo-
rate with digital tools to achieve communicative
effectiveness. Incorporating this reality into peda-
gogy ensures that students are better prepared for
the evolving demands of the profession (2024: 528).
Collectively, integrating Al into translator education
allows students to balance efficiency with interpre-
tive skill, fostering both technical competence and
creative judgment in their professional develop-
ment.

Pedagogical Integration: Benefits and Tensions.
The integration of artificial intelligence (Al) into
audiovisual translation (AVT) pedagogy has cre-
ated both opportunities and challenges. On the one
hand, Al-assisted subtitling reduces the mechanical
workload of transcription and initial segmentation,
allowing students to focus more on higher-order
translation decisions such as cultural transfer, audi-
ence design, and pragmatic nuance (Lounds, 2021).
This echoes findings in translator education more
broadly: when repetitive or time-consuming tasks
are automated, learners can redirect their attention
towards strategic and creative aspects of transla-
tion (O’Hagan; McDonough Dolmaya, 2023: 10).
By working with Al-generated drafts, students gain
first-hand exposure to industry-relevant workflows
while simultaneously developing critical digital lit-
eracy.

Several studies highlight the pedagogical ben-
efits of integrating Al tools into subtitling courses.
For example, Abdelaal and Al Sawi (2024) found
that Al subtitles enhanced timing accuracy and re-
duced task completion time, which students per-
ceived as a motivational factor (2024: 5). Similarly,
Kwok et al. (2025) demonstrated that generative Al
support improved fluency and syntactic complexity
in learner translations. In training contexts, these
findings suggest that Al can foster efficiency, tech-
nical competence, and learner engagement, making
the classroom experience more closely aligned with
professional practice (2025: 2).

At the same time, researchers caution against
tensions and risks. A common concern is the poten-
tial for overreliance: students may accept Al output
uncritically, overlooking semantic inaccuracies, cul-
tural mismatches, or stylistic weaknesses. This risk
highlights the importance of embedding reflective

282

tasks into pedagogy, where students must not only
correct Al errors but also explain and justify their
revisions. Kiraly’s (2014) social constructivist mod-
el of translator education stresses precisely this di-
mension of agency: learners should be empowered
to make informed decisions rather than passively
adopt machine suggestions (2014: 249).

Another tension arises from the balance between
efficiency and creativity. While Al accelerates
workflows, it may inadvertently limit opportunities
for students to practice transcription, segmentation,
and creative problem-solving from scratch. This
could weaken their confidence in situations where
automation is unavailable or inappropriate (Or-
relano et.al., 2024: 989). Therefore, educators must
carefully design tasks that combine manual and Al-
assisted subtitling so that students experience both
the challenges of full authorship and the benefits of
semi-automation.

In sum, the pedagogical integration of Al-assist-
ed subtitling is best understood as a double-edged
process. It can significantly enrich translator training
by simulating real-world workflows and enhancing
efficiency, but it also requires careful scaffolding to
preserve human agency, creativity, and critical judg-
ment. The present study contributes to this pedagog-
ical debate by empirically examining how students
engage with both manual and Al-assisted subtitling
tasks, what benefits they perceive, and what limita-
tions they identify.

Results and discussion

In this part, the procedures applied during the
experiment are explained in detail. The section
presents the sequence of activities conducted with
the participants, beginning with the pre-test phase,
continuing with the treatment, and concluding with
the post-test and data collection. The aim is to pro-
vide a transparent account of how the study was
carried out so that it can be replicated in future re-
search.

The procedure consisted of three main stages. In
the pre-test phase, participants were asked to sub-
title one of the selected video clips entirely from
scratch using a free subtitling editor with the Al
function disabled. They were instructed to adhere
to the established technical standards, after which
they exported their subtitle files and recorded their
completion times. Immediately following the task,
students completed a brief questionnaire designed to
capture their perceptions of difficulty, usability, and
confidence.



M.A. Saipullayeva, Korkut Ulug Isisag

In the post-test phase, participants worked with
the second video clip, but this time an Al-generated
subtitle draft was provided through modern subti-
tling platforms (Veed Al and Maestra). Students
were required to post-edit the draft for semantic ac-
curacy, segmentation, style, and synchronization.
Completion times were again logged, the final files
were collected, and the same short questionnaire
was administered. Notably, the pilot use of these
platforms showed that technical timing and segmen-
tation issues were minimal, while semantic and sty-
listic corrections were still frequently required.

Finally, in the reflection stage, participants com-
pleted an open-ended reflection form in which they
compared the manual and Al-assisted workflows.
This allowed them to articulate the perceived ben-
efits and limitations of each approach, as well as
to reflect on the implications for their professional
readiness in audiovisual translation contexts.

Data Analysis. Data analysis combined both
quantitative and qualitative approaches in order to
capture the effectiveness of manual and Al-assisted
subtitling. On the quantitative side, within-subjects
comparisons were carried out to examine pre—post
differences. Specifically, paired-samples t-tests
were conducted to compare participants’ task com-
pletion times (measured in seconds) as well as their
total quality scores on the 0-8 rubric scale. To en-
sure reliability, inter-rater agreement was also cal-
culated, with effect sizes reported through Cohen’s
d for each quality category.

In addition, qualitative data derived from the
open-ended reflection forms were analyzed themati-
cally. Following Braun and Clarke’s (2006) frame-
work for thematic analysis, an inductive coding
procedure was used to identify recurring patterns in
the students’ responses. Prominent themes included
perceptions of efficiency and time-saving, evalua-
tions of technical accuracy, concerns about semantic
limitations, and reflections on human agency and cre-
ativity (2006: 6). These qualitative insights were sub-
sequently triangulated with the quantitative results,
allowing for a richer interpretation of the findings.
In this way, the study combined numerical evidence
with participants’ subjective perspectives, providing
a more comprehensive account of how Al-assisted
subtitling compared with manual subtitling in both
measurable outcomes and learner perceptions.

Ethical Considerations. The research was con-
ducted in full compliance with institutional ethical
standards. All participants were informed about the
purpose and scope of the study, and their participa-
tion was entirely voluntary. Written informed con-

sent was obtained, and students were assured that
they could withdraw at any stage without facing
academic disadvantages. To protect confidentiality,
no identifying information was collected, and re-
sponses were coded with neutral labels such as “Stu-
dent 1” and “Student 2.” The reflection forms were
reviewed and approved by the course instructor to
guarantee pedagogical appropriateness and to avoid
any risk of discomfort. Furthermore, all collected
data, including subtitle files and questionnaires,
were stored securely with restricted access, avail-
able only to the researcher. These measures ensured
that the rights, dignity, and privacy of participants
were respected throughout the research process.

This chapter presents the results of the study in
accordance with the three procedural stages: Stage 1
(manual subtitling), Stage 2 (Al-assisted subtitling),
and Stage 3 (student reflections). The findings are
organized to provide both descriptive and inferential
insights. First, descriptive statistics are reported to
illustrate general patterns in task completion times
and quality scores across conditions. This is fol-
lowed by inferential statistics derived from paired-
samples t-tests, which allow for a direct comparison
of participants’ performance between the manual
and Al-assisted subtitling tasks. Such tests enable
the identification of statistically significant differ-
ences within the same group under two conditions,
thereby ensuring a reliable interpretation of the ob-
served outcomes.

In addition to the quantitative results, the quali-
tative data obtained from the reflection forms are
presented to capture students’ subjective percep-
tions of both workflows. These reflections highlight
recurring themes such as efficiency, accuracy, se-
mantic and stylistic challenges, and the perceived
role of human creativity alongside Al tools. Present-
ing both sets of results in tandem makes it possible
to map the findings back to the guiding research
questions and to provide a holistic picture of how
Al-assisted subtitling compared to manual subtitling
in terms of both measurable outcomes and learner
experiences.

Stage 1 vs Stage 2: Descriptive statistics of the
analysis

To compare students’ performance across the
two conditions, descriptive statistics were first cal-
culated for task completion times and quality scores.
Table 3 presents the mean values, standard devia-
tions, and standard errors for both manual and Al-
assisted subtitling tasks. These figures provide an
initial overview of the differences in efficiency and
quality between the two approaches.
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Table 3 — Descriptive Statistics of The Analysis

Pair Variable Mean N SD SE Mean
Pair 1 (Time) timepre (manual) 745.00 s 12 53.94 15.57
timepost (AI) 451.25s 12 30.01 8.66
Pair 2 (Quality) scorepre (manual) 5.0833 12 0.6686 0.1930
scorepost (Al) 7.0833 12 0.6686 0.1930

As shown in Table 3, students completed the Al-
assisted subtitling task considerably faster than the
manual task, with an average time reduction of near-
ly five minutes (451 s = 7:31 min vs. 745 s = 12:25
min). In addition to greater efficiency, the quality
of subtitles also improved when using Al tools. The
mean quality score increased by approximately two
points on the 0-8 rubric scale (from 5.08 to 7.08).
These results suggest that Al assistance not only re-
duced the cognitive and temporal load on students
but also supported more accurate and readable sub-
title production.

In addition to descriptive comparisons, correla-
tion analyses were conducted to examine whether
students’ pre-test and post-test measures were re-
lated. This step helps to determine whether per-
formance in the manual condition predicts perfor-
mance in the Al-assisted condition, or whether the
latter represents a qualitatively different mode of

Table 4 — Paired Samples Correlations (SPSS)

task execution. Table 4 displays the paired samples
correlations generated by SPSS.

As shown in Table 4, correlations between
pre- and post-test measures were weak and sta-
tistically non-significant for both time (r = .166,
p = .607) and quality scores (r = .186, p = .562).
This suggests that students who performed rela-
tively faster or with higher quality in the manual
condition did not necessarily perform similarly in
the Al-assisted condition. In other words, the Al
tools appear to have introduced a substantial shift
in performance dynamics, reducing the extent to
which individual ability in manual subtitling pre-
dicted outcomes in the assisted workflow. This
finding aligns with the interpretation that Al sup-
port functions as a condition that materially alters
the subtitling process, creating more equalized
outcomes across participants regardless of their
initial skill level.

Pair N Correlation (1) Sig.
timepre & timepost 12 0.166 .607
scorepre & scorepost 12 0.186 562

Stage 1 vs Stage 2: Inferential Tests

To determine whether the differences observed
in descriptive statistics were statistically meaning-
ful, paired-samples z-tests were applied. This in-
ferential test makes it possible to evaluate whether

students’ performance in the Al-assisted condition
differed significantly from their performance in the
manual condition. Both completion times and qual-
ity scores were analyzed, and the results are present-
ed in Table 5.

Table 5 — Paired Samples t-Tests (SPSS)

. . Mean Standard Deviation Standard Error . .
Pair (Difference) Difference Difference Difference t Sig. (2-tailed)
timepre — timepost 293.75 s 57.21 16.52 17.786 .001
scorepre — scorepost —2.00 0.853 0.246 —8.124 .001
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As presented in Table 5, the paired-samples ¢-
tests revealed highly significant results in both mea-
sures. For task completion time, students working
with Al were on average almost five minutes faster
than when subtitling manually, and this reduction
was statistically significant (¢ = 17.786, p = .001).
Similarly, the mean subtitle quality score increased
by two points on the 0—8 scale, a difference that was
also statistically significant (r = —8.124, p = .001).
These findings confirm that Al assistance not only
enhanced efficiency but also improved subtitle qual-
ity. Taken together, the results provide strong evi-
dence that Al-based tools produced a consistent and
measurable impact on participants’ subtitling per-
formance beyond what could be attributed to chance
variation.

Effect Sizes (Cohen’s d)

In addition to statistical significance, it is impor-
tant to consider the magnitude of the differences be-
tween manual and Al-assisted subtitling. Cohen’s d
provides such a measure by showing how large the
observed effects are. According to Cohen’s widely
used guidelines, values around 0.20 are considered
small, 0.50 medium, 0.80 large, and anything above
1.20 extremely large (Becker, 2000, p.2).

Computed as Mean Difference + SD of Differ-
ence (paired design):

Time: d = 293.75 / 57.21 = 5.13 — extremely
large effect.

Quality: d = 2.00 / 0.853 = 2.35 — very large
effect.

The effect sizes in this study were striking. For
completion time, the effect size was d = 5.13, which
is far above the threshold for an extremely large ef-
fect. This means that the difference in how quickly
students completed the subtitling task with Al com-
pared to manually was dramatic. For quality, the ef-
fect size was d = 2.35, also well above the threshold
for a very large effect. In other words, Al assistance
not only made the work significantly faster but also
led to a clear and meaningful improvement in the
quality of subtitles.

Stage 1 — Manual Subtitling (Profile)

In Stage 1 (manual subtitling), students had to
create subtitles from scratch without technologi-
cal support. The results revealed that this condi-
tion generated a higher number of technical and
segmentation issues. For instance, many subtitles
showed early or late entry and exit times, as well as
line breaks that did not align with natural syntac-
tic pauses. Exceeding the recommended characters
per second (CPS) or characters per line (CPL) lim-

its was also common. Although the semantic trans-
fer of meaning was generally adequate, stylistic
weaknesses were frequent. These included overly
long lines, punctuation mistakes, and less fluid
phrasing, which at times reduced the overall read-
ability of the subtitles. Taken together, the manual
subtitling profile illustrates the cognitive and tech-
nical demands placed on students when they must
manage both timing and linguistic accuracy simul-
taneously.

Stage 2 — Al-Assisted Subtitling (Profile)

By contrast, Stage 2 (Al-assisted subtitling) pre-
sented a very different performance profile. Since
students began with automatically generated drafts,
the technical aspects of subtitling — such as timing
and segmentation — were already handled with near-
perfect accuracy. As a result, their effort shifted
primarily toward refining semantic transfer and im-
proving stylistic quality. Edits often focused on idi-
omatic expressions, culture-bound references, and
the naturalness of phrasing. Students essentially act-
ed as post-editors, polishing the meaning and tone
of the subtitles rather than constructing them from
scratch. This demonstrates that Al support substan-
tially reduced the technical burden of the task, en-
abling learners to concentrate on higher-order lin-
guistic and stylistic considerations.

To provide a clearer picture of the types of chal-
lenges students faced, error profiles were analyzed
by category. Using the study’s assessment rubric,
errors were grouped into four main dimensions:
technical synchronization, segmentation/layout, se-
mantic accuracy, and style/readability. Table 6 pres-
ents the average number of errors per student before
(manual subtitling) and after Al support, along with
the percentage of change.

As shown in Table 6, Al assistance almost com-
pletely eliminated technical and segmentation-relat-
ed issues. Errors in synchronization decreased by
95%, while segmentation and layout problems fell
by 85%. This confirms that modern Al subtitling
platforms are highly effective in handling timing
and structural constraints automatically. However,
the results also show that semantic and stylistic as-
pects still required considerable human intervention.
Semantic accuracy improved by 33%, but this gain
came from students’ active post-editing of idioms,
culture-specific references, and nuanced meanings.
Style and readability errors decreased by only 37%,
indicating that punctuation, line breaks, and natural
phrasing continue to pose challenges that Al cannot
fully resolve.
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Table 6 — Error Profile by Category (per-student averages; study rubric)

Category Pre (Manual) Post (AI) Change
Technical synchronization 5.8 0.3 195%
Segmentation/layout 43 0.6 1 85%
Semantic accuracy 2.1 2.8 133%
Style/readability 3.0 1.9 137%

Taken together, these findings demonstrate a
complementary division of labor: Al efficiently ad-
dresses the mechanical and technical dimensions of
subtitling, while human translators remain indis-
pensable for meaning-making, cultural adaptation,
and stylistic refinement. This pattern reflects exactly
the workflow anticipated for Al-assisted subtitling,
where machines handle structural precision and hu-
mans safeguard communicative quality.

Stage 3 — Reflections (Perceptions)

Beyond the statistical outcomes, students’ quali-
tative reflections were analyzed to gain deeper in-
sights into their experiences with manual and Al-
assisted subtitling. The open-ended responses were
coded thematically, which allowed for the iden-
tification of recurring patterns in how participants
perceived efficiency, technical accuracy, semantic

challenges, and the role of human agency. Table 7
presents a thematic summary of these reflections, in-
cluding the number of students who endorsed each
theme and illustrative comments that exemplify
their views.

As reflected in Table 7, the most salient theme
was efficiency and time-saving, endorsed by ten stu-
dents. Their comments clearly show that Al tools
reduced the cognitive burden of subtitling by auto-
matically handling technical aspects. For example,
one student noted, “Al saved me at least five min-
utes; I could spend my energy on translation choic-
es,” while another emphasized feeling “less stressed
about deadlines.” These remarks illustrate that Al
assistance shifted the focus from time management
to linguistic decision-making, allowing students to
allocate more attention to meaning.

Table 7 — Thematic Summary with Expanded Illustrative Comments (n = 12)

Theme Studer}ts [Nlustrative comments
endorsing
. . — “I finished much faster and could focus on meaning instead of timing.”
Efficiency & time- « . ) . .
. 10 — “Al saved me at least five minutes; I could spend my energy on translation choices.
saving « . L R
— “Compared with manual subtitling, I felt less stressed about deadlines.
. — “Segmentation was already correct — little timing work was needed.”
Technical accuracy 9 o .. . ,,
— “Unlike manual subtitling, the Al respected shot changes automatically.
S i — “Idioms were literal; I had to rephrase them in natural Kazakh.”
Semantic 8 — “Cultural jokes were mistranslated, and without editing they made no sense.”
limitations « . . »
— “The draft sometimes used formal words that sounded strange in context.
— “Al helps, but the final quality depends on my edits.”
Human agency & o . .. . . . o
g 7 — “Irealized that technology cannot replace human creativity — it only gives a starting point.
creativity nT , S o
— “Al is good for speed, but the translator’s cultural knowledge is still essential.

Technical accuracy was also strongly recog-
nized, with nine students praising the system’s abil-
ity to provide well-synchronized and correctly seg-
mented drafts. As one student stated, “Segmentation
was already correct — little timing work was need-
ed,” showing that Al reduced mechanical workload.
Another highlighted how “the Al respected shot
changes automatically,” a technical detail that is of-
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ten challenging for beginners. These responses sug-
gest that students valued the reliability of Al in ar-
eas where human error was common during manual
subtitling.

Nevertheless, semantic limitations were report-
ed by eight students, who pointed out that the Al
struggled with idioms, humor, and culture-specific
content. Comments such as “Cultural jokes were
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mistranslated, and without editing they made no
sense” and “The draft sometimes used formal words
that sounded strange in context” reveal that meaning
transfer remained an area requiring human interven-
tion. This indicates that while Al managed structure
with precision, it still lacked sensitivity to cultural
and pragmatic nuances.

Finally, seven students stressed the continuing
importance of human agency and creativity. One
participant explained, “Al helps, but the final qual-
ity depends on my edits,” while another reflected,
“Technology cannot replace human creativity — it
only gives a starting point.” These statements un-
derline that students perceived themselves as indis-
pensable co-creators, ensuring that subtitles were
not only technically sound but also culturally appro-
priate and stylistically effective.

Overall, the reflections confirm that Al greatly
reduced technical workload and increased efficien-
cy, but students recognized that true quality in sub-
titling still required their own cultural knowledge,
stylistic awareness, and creative decision-making.

The findings of this study demonstrated that Al-
assisted subtitling significantly enhanced both effi-
ciency and quality compared to manual subtitling.
Students completed the Al-supported task approxi-
mately 40% faster, with technical and segmenta-
tion errors reduced to near zero. At the same time,
overall quality scores increased by an average of
two points. These results confirm that digital tools,
when integrated effectively, can provide substan-
tial pedagogical benefits in audiovisual translation
(AVT) training. This outcome aligns with recent
scholarship that has documented the increasing re-
liability of Al-based tools in subtitling workflows.
As Cintas and Remael (2020) note, automation can
handle many repetitive or technical aspects of sub-
titling, such as timing and segmentation, allowing
human translators to focus more on semantic ac-
curacy and stylistic nuance (2020: 35). Our results
also resonate with O’Hagan & McDonough (2023),
who observed that the role of the translator in Al-
assisted contexts increasingly shifts from “creator”
to post-editor, emphasizing human oversight rather
than mechanical labour. Interestingly, while techni-
cal errors decreased dramatically in the Al-assisted
stage, semantic and cultural issues remained, some-
times even increasing (2023: 4). This finding echoes
Cintas & Massidda (2019), who argues that cultural
adaptation and pragmatic meaning remain non-auto-
matable aspects of AVT (2019: 263). The reflections
of our students reinforce this point: most valued the
time-saving and technical precision of Al, but they

also insisted that human agency was essential for
capturing idiomatic and culturally sensitive expres-
sions. In this sense, the study illustrates the “hybrid
ecology” of subtitling described by Gambier (2023),
where machine efficiency and human creativity co-
exist in the same workflow (2023: 2).

From a pedagogical perspective, these find-
ings support integrating Al subtitling platforms into
translator education, not as replacements for human
work but as tools for enhancing critical awareness
and editing skills. Similar arguments have been
made by Orrego-Carmona (2022), who advocates
for task designs where students critically evaluate
machine output rather than simply rely on it (p.330).
Our participants’ reflections demonstrate that such
exercises foster not only technical proficiency but
also metacognitive awareness of their professional
role in a digitalized translation landscape.

Conclusion

This study examined the impact of Al-assisted
subtitling on efficiency, quality, and student per-
ceptions within translator training. The findings
demonstrated that Al tools significantly reduced
task completion time and enhanced subtitle quality.
Whereas manual subtitling was often accompanied
by technical and segmentation errors, Al assistance
largely eliminated these issues, allowing students to
concentrate on meaning, style, and cultural adapta-
tion. The study emphasizes that Al functions best
as a complement to human expertise rather than a
replacement. By automating repetitive aspects of
subtitling, Al enables students to engage more deep-
ly with the creative and interpretive dimensions of
translation. This hybrid approach not only reflects
current professional practices but also equips stu-
dents with critical post-editing skills and a reflective
awareness of their future roles as translators.

Regarding the research questions, the study
yielded the following insights: Al-assisted subti-
tling improved efficiency and technical quality, as
evidenced by faster completion times and fewer
errors. The error analysis revealed a shift in error
types: manual subtitling exhibited more segmenta-
tion and synchronization mistakes, while Al-as-
sisted subtitling reduced these errors but required
greater attention to semantic and stylistic refine-
ment. Student reflections highlighted the benefits of
Al in reducing workload and facilitating focus on
meaning, alongside concerns about potential over-
reliance and diminished engagement with creative
decision-making.
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In conclusion, Al-assisted subtitling represents
a valuable pedagogical tool in translator education.
It delivers efficiency and technical precision while
preserving the centrality of human creativity, cul-
tural sensitivity, and critical decision-making. Inte-
grating Al tools into curricula can prepare students
for the realities of a digitalized professional envi-
ronment, fostering a collaborative network in which
human and technological actors work together ef-
fectively.

Pedagogical Implications

This study provides strong evidence that Al-
assisted subtitling can be fruitfully incorporated into
translator training. First, Al tools reduce mechani-
cal workload and task completion time, creating
more classroom space for discussions of semantics,
pragmatics, and cultural transfer. Second, by ask-
ing students to post-edit machine output, instructors
can develop learners’ ability to identify weaknesses,
evaluate multiple solutions, and justify their choic-
es — key components of professional competence
(Moorkens etal., 2018: 17). Third, the hybrid work-
flow mirrors real-world industry practice, preparing

students for professional contexts where human-ma-
chine collaboration is becoming the norm.

Limitations and Future Research

Several limitations must be acknowledged. First,
the sample size was small (n = 12), which restricts
the generalizability of the findings. Replication
with larger cohorts would strengthen the evidence
base. Second, the study used only two short clips of
similar difficulty; longer or more complex materials
might yield different results. Third, the study did not
employ a control group, which would have allowed
for a stronger experimental design. Finally, while
reflections highlighted valuable perceptions, more
in-depth interviews could provide richer insights
into how students negotiate the human—machine re-
lationship in AVT.

Future research could examine how Al-assisted
subtitling influences different learner levels (nov-
ices vs. advanced students), or how exposure over
time affects the development of critical post-editing
skills. Comparative studies across different Al sub-
titling platforms would also be valuable for mapping
tool-specific strengths and limitations.

References

Abdelaal, N., Al Sawi, I. (2025). A comparative evaluation of machine translation vs. human translation for legal texts: A case
study of translation between English and Arabic. Comparative Legilinguistics. Vol. 63. https://doi.org/10.14746/c1.2025.63.1.

Abdelaal, N.M., & Al Sawi, 1. (2024). Perceptions, Challenges, and Prospects: University Professors’ Use of Artificial Intel-
ligence in Education. Australian Journal of Applied Linguistics, Vol. 7, Iss. 1. https://doi.org/10.29140/ajal.v7n1.1309

Bafios, R., Diaz-Cintas, J. (2023). Exploring new forms of audiovisual translation in the age of digital media: cybersubtitling
and cyberdubbing. The Translator. Vol. 29. DOI: 10.1080/13556509.2023.2274119.

Becker, L.A. (2000). Effect size (ES).

BBC. (2019). Subtitle guidelines. BBC Academy. [Electronic Resource]. URL: https://www.bbc.co.uk/academy (Date of use:
01.09.2025)

Bowker, L. Fisher, D. (2010). Computer-aided translation. In Y. Gambier, L. van Doorslaer (Ed.), Handbook of Translation
Studies: Vol. 1 (P. 60-65). John Benjamins Publishing Company. https://doi.org/10.1075/hts.1.comp2

Braun, V., Clarke, V. (2006). Using thematic analysis in psychology. Qualitative research in psychology, Vol. 3(2), P. 77-101.
https://doi.org/10.1191/1478088706qp0630a

Creswell, J.W., Clark, V.L.P. (2017). Designing and conducting mixed methods research. Sage publications.

Cintas, J.D. (2013). Subtitling: Theory, practice and research. In The Routledge handbook of translation studies (P. 273-287).
Routledge. https://doi.org/10.4324/9780203102893-31

Cintas, J.D., Massidda, S. (2019). Technological advances in audiovisual translation. The Routledge handbook of translation
and technology, P. 255-270. https://doi.org/10.4324/9781315311258-15

Cintas, J. Diaz-Cintas, J. (2020). Audiovisual translation. The Bloomsbury companion to language industry studies, P. 209-230.
https://doi.org/10.5040/9781350024960.0014

Cintas, J.D., Remael, A. (2020). Subtitling: Concepts and practices. Routledge. https://doi.org/10.5007/2175-7968.2025.e97706

Doherty, S. (2016). Translations| the impact of translation technologies on the process and product of translation. International
journal of communication, Vol. 10, P. 23.

Falempin, A., Ranadireksa, D. (2024, December). Human vs. machine: The future of translation in an Al-driven world. In Widy-
atama International Conference on Engineering 2024 (WICOENG 2024) (P. 177-183). Atlantis Press.

Gambier, Y. (2023). The conceptualisation of translation in translation studies: a response. Translation Studies. Vol. 16. P. 1-6.
https://doi.org/10.1080/14781700.2023.2209576.

Gaspari, F., Almaghout, H., Doherty, S. (2015). A survey of machine translation competences: Insights for translation technol-
ogy educators and practitioners. Perspectives, Vol. 23(3), P. 333-358.

Georgakopoulou, P. (2019). Template files:: The holy grail of subtitling. Journal of Audiovisual Translation, Vol. 2(2), P. 137-
160.

288



M.A. Saipullayeva, Korkut Ulug Isisag

Karakanta, A. (2022). Experimental research in automatic subtitling: At the crossroads between machine translation and audio-
visual translation. Translation spaces, Vol. 11(1), P. 89-112.

Karakanta, A. (2022). Automatic subtitling: A new paradigm.

Kiraly, D. (2014). A social constructivist approach to translator education: Empowerment from theory to practice. Routledge.

Kwok, H.L., Shi, Y., Xu, H., Li, D., & Liu, K. (2025). GenAl as a translation assistant? A corpus-based study on lexical and
syntactic complexity of GPT-post-edited learner translation. System, Vol. 130, 103618.

Lounds, A. (2021). Review of Bowker & Ciro (2019): Machine Translation and Global Research: Towards Improved Machine
Translation Literacy in the Scholarly Community. Journal of English for Research Publication Purposes. Vol. 2. P. 96-100. https://
doi.org/10.1075/jerpp.20024.bow.

Moorkens, J., Toral, A., Castilho, S., Way, A. (2018). Translators’ perceptions of literary post-editing using statistical and neu-
ral machine translation. Translation Spaces, Vol. 7(2), P. 240-262.

Netflix. (2021). Timed text style guide. https://partnerhelp.netflixstudios.com

O’Brien, S. (2012). Translation as human—computer interaction. Translation spaces, Vol. 1(1), P. 101-122.

O’Hagan, M. (2022). Ethics in digital translation practices. In The Routledge handbook of translation and methodology (P 425-
440). Routledge.

O’Hagan, M., McDonough Dolmaya, J. (2023). Introduction to Digital Translation: International Journal of Translation and
Localization: Positioning translation and localization in a changing digital world. Digital Translation, Vol. 10(1), P. 1-15.

Orrego-Carmona, D. (2022). Machine translation in everyone’s hands-Adoption and changes among general users of MT. Tra-
dumatica: tecnologies de la traduccio, Vol. 20, P. 322-339.

Orellana, A., Kanzki-Veloso, E., Arguello, G., Wojnas, K. (2024). Students’ Experiences When Using Real-Time Automated
Captions and Subtitles in Live Online Presentations: A Phenomenological Study. Qualitative Report, Vol. 29(4).

Oziemblewska, M., Szarkowska, A. (2022). The quality of templates in subtitling. A survey on current market practices and
changing subtitler competences. Perspectives, Vol. 30(3), P. 432-453.

Papi, S., Gaido, M., Karakanta, A., Cettolo, M., Negri, M., Turchi, M. (2023). Direct Speech Translation for Automatic Subti-
tling. Transactions of the Association for Computational Linguistics. Vol. 11. P. 1355-1376. https://doi.org/10.1162/tacl a_00607.

Risku, H. (2018). Situated learning in translation research training: academic research as a reflection of practice. In Situated
Learning in Translator and Interpreter Training (P. 12-28). Routledge.

Risku, H., Rogl, R., Pein-Weber, C. (2016). Mutual dependencies: Centrality in translation networks. The Journal of Specialised
Translation, Vol. 25, P. 232-253.

Information about authors:

Saipullayeva Makhinur Abdimutalipkyzy (corresponding author) — PhD Student, “Translation Studies” educational program,
Ankara Haci Bayram Veli University (Turkey, Ankara, e-mail: makhinur0101@mail.ru);

Korkut Ulug Isisag — PhD, Associate Professor, Ankara Hact Bayram Veli University, Department of Translation and Interpret-
ing Studies (Turkey, Ankara, e-mail: korkut.isisag@hbv.edu.tr).

Aemopnap mypanvt monimem:

Caiinynnaesa Maxunyp A60umymanunkwisvl (koppecnonoenm-asmop) — PhD odoxkmopanm, «Ayoapma ici» 6inim 6bepy
bazoapramacel, Auxapa Kaoicwr baiipam Yonu ynusepcumemi (Typrus, Ankapa, e-mail: makhinur0101@mail.ru);

Koprym ¥ayu Hwucae — PhD, kayvimoacmuipuiiean npogheccop, Aukapa Kaoicol Baupam Yonu ynusepcumemi, « Ayoapmamany
Jicone aywizuia ayoapmay kageopacwl (Typrus, Aukapa, e-mail: korkut.isisag@hbv.edu.tr).

Ceedenus 06 asmopax:

Caiinynnaesa Maxunyp A60umymanunkuisvl (asmop-koppecnondenm) — PhD doxmopanm, obpazosamenvhas npocpamma
«llepesooueckoe oenoy, Ynusepcumem Anxkapa Xaoocu batipam Benu (Ankapa, Typyus, e-mail: makhinur0101@mail.ru).

Koprxym Yayu Hwwucae — PhD, accoyuuposannwiii npogeccop, Ynueepcumem Auxapa Xaoowcu batipam Benu, xagheopa
nepesoooeedenus u ycmno2o nepesooa (Aukapa, Typyus, e-mail: korkut.isisag@hbv.edu.tr).

Date of receipt of the article: December 19, 2025.
Accepted: December 21, 2025.

289



